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support operational needs. Among other security-focused demonstrations, the testbed 
included demonstrations of the use of the Common CBRN (Chemical, Biological, 
Radiological, Nuclear) Sensor Interface (CCSI). Emphasis for SWE during OWS-6 were: 

 Apply GeoRM and Trusted Services in the SWE environment 
 CCSI-Enabled CBRN Sensors into the SWE Environment 
 Sensor parameter adjustability and error propagation for georeferenceable 

imagery. Build on Georeferenceable imagery accomplishments of OWS-5 
 Harmonize SWE information models: SensorML, GML, UncertML 
 Events-based architecture including WNS 

Objectives in OWS-6 included illustrating dynamic query of SPS and showing on-
demand geolocation of JPIP stream using SensorML (Figure 21).  The figure shows the 
Space Time Toolkit client interacting with several distributed services using OGC service 
interfaces in order to request image acquisition by a SPOTIMAGE satellite.   Services 
included: 

�  SPS – satellite imagery feasibility  
�  WCS/JPIP server – streaming J2K image with CSM parameters encoded in 

SensorML  
�  SensorML – on-demand geolocation  

 A video demonstrating results from this portion of OWS-6 is posted online.28  

 

Figure 21.  OWS-6 Tasking SPOT Image Satellite 

A debris flow deployment and demonstration was conducted in OWS-6 including SWE 
and geoprocessing workflow elements.  The Geographic Information Systems Research 

                                                

28 http://www.botts-inc.com/downloads/videos/spot-ows5-demo-1024-divx-audio.mp4  
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Center,  Feng Chia University (GIS.FCU) in Taiwan implemented OGC services for use 
in the workflow of detecting and analyzing sensor data for emergency response (Figure 
22.  Landslides and flooding are a frequent threat on the mountainous island of Taiwan, 
due to typhoons and earthquakes.  The OWS-6 Debris Flow29 demonstration shows the 
working network of debris flow sensors, and examples of distributed services performing 
analysis and processing of the sensor data. 

  

Figure 22. Debris flow monitoring station in OWS-6 demonstration (Source: GIS-FCU) 

The OWS-6 Testbed developed the concept of Secure Sensor Web.30  The main purpose 
was to introduce standards-based security solutions for making the existing OGC Sensor 
Web Services ready towards the handling of sensors in the intelligence domain. This 
brings in the requirement for handling sensors that eventually produce classified 
information and the main objective of accreditation. In order to fulfill this, it would 
require a holistic security approach, but as this report is documenting the scientific 
findings under the OWS-6 initiative, it is limited to the given use case and its scenarios as 
well as the underlying architecture. 

The Engineering Report identified a firm set of requirements with the objective 
“classified information” and the Trusted Computer System Evaluation Criteria (TCSEC). 
The TCSEC (also called The Orange Book) defines the evaluation class “B” for trusted 
systems that are certified to handle classified information. In particular, the following 
requirements were considered in OWS-6 analysis: 
                                                

29 http://www.opengeospatial.org/pub/www/ows6/web_files/ows6.html  
30 OWS-6 Secure Sensor Web Engineering Report (OGC Document 08-176r1) 
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 Mandatory Access Right Management 
 Authorization based on user identity and resource classification / user clearance 
 Integrity of the classification labels and its protection against modification 
 Tracking of actions 

 
For OWS-6,  the Internet Threat Model, as defined in RFC 3552, was assumed. As 
outlined in the “Internet Threat Model”, it was assumed that an insecure network and the 
capabilities of an adversary to gain control over the communication and exercise different 
attacks towards espionage and sabotage. This requires additional and more specific 
requirements under consideration, as stated in (all parts of) ISO 10181, “SECURITY 
FRAMEWORKS FOR OPEN SYSTEMS”. Basically, the distributed property of the 
Sensor Web System might not take affect, compared to a non-distributed system. But due 
to the distributed property, the implementation of requirements such as persistent 
protection of classified information needs to be ensured not only for a local system but 
also for multiple systems that are connected with each other over insecure 
communication channels. And even more complex for a Service Oriented Architecture, 
as it is the basis for the Sensor Web Services, the orchestration of services is dynamic 
which limits the applicability of network- or transport layer security.  
 
In order to propose a Secure Sensor Web, OWS-6 also analyzed the vulnerabilities and 
potential attacks that exist in the baseline and in the different ways of implementing the 
identified requirements. This was done for the baseline Sensor Web Services and the 
proposed security standards. Because this analysis is so exhausting the scope was limited 
to a given use case and its scenarios. 
 
9.7 OWS-7 Testbed (2010) 

The OWS-7 Testbed31 including a Sensor Fusion Enablement (SFE) Thread built on the 
SWE framework of standards that has achieved a degree of maturity through previous 
OWS interoperability initiatives and deployments worldwide.  SFE focused on 
integrating the SWE interfaces and encodings with workflow and web processing 
services to perform sensor fusion.  SFE continued the development of interoperability of 
SWE and the Common CBRN (Chemical, Biological, Radiological, Nuclear) Sensor 
Interface (CCSI). 

Emphasis for SFE during the OWS testbed was on the following: 
 Motion Video Fusion. Geo-location of motion video for display and processing. 

Change detection of motion video using Web Processing Service with rules. 
 Dynamic Sensor Tracking and Notification. Track sensors and notify users based 

on a geographic Area of Interest (AOI). The sensor and the user may be moving 
in space and time. 

                                                

31 http://www.opengeospatial.org/pub/www/ows7/index.html  
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 CCSI-SWE Best Practice. Building on OWS-6, develop an ER to be considered 
by the OGC Technical Committee as a Best Practice. 
 

An objective in the OWS-7 testbed was to illustrate ability to use SWE services and 
encodings to support temporal differencing of ground-based video to (Figure 23).  The 
figure shows the Space Time Toolkit client interacting with several distributed services 
using OGC service interfaces in order to detect differences between video streams 
recorded at different times.   Services included: 

 SOS – video from vehicle-mounted camera 
 SOS – camera navigation data 
 WPS – Web Processing Service for change detection 
 SensorML – On-demand processing  

 
 
 

 
Figure 23. OWS-8 Testbed - Motion Video Change Detection using SOS and WPS  

 A video demonstrating results from this portion of OWS-6 is posted online.32 

                                                

32 http://www.opengeospatial.org/pub/www/ows7/web_files/OWS-7.html See SFE Scenario 4. 
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9.8 OWS-8 Testbed (2011) 

The OWS-8 testbed33 developed use of SWE standards in the detection, tracking, and 
bookmarking of moving objects in video. The activities were: 

 In the context of OGC and ISO standards, provide an architectural viewpoint / 
information model for the usage of  

o video moving target indicator data (VMTI),  
o ground moving target indicator (GMTI) and  
o tracking information (NATO STANAGs 4607, 4609, 4676, MISB 

EG0903.03)  
 Provide traceability from a moving object back to the original base data through 

the use of a “bookmark” concept. 
 Implement OGC services and encodings, extended by the XML-Schema-based 

implementations; allow access to target information data and tracking data based 
on VMTI, GMTI, and STANAG 4676 information. 

 Identify any recommendations for enhancements to OGC, MISB, NATO 
standards supporting tracking architecture. 

 

 

Figure 24.  OWS-8 Video Tracking Architecture Diagram 

Demonstrations of the implementation of the OWS-8 Video Tracking Architecture can be 
viewed on the OWS-8 YouTube Channel34.  

                                                

33 http://www.opengeospatial.org/pub/www/ows8/index.html  
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9.9 OWS-9 Testbed (2012) 

A GPS Study was conducted in OWS-9 to Investigate and prototype the capabilities of 
OGC standards to support GPS data product and message requirements to include 
definition of a new one-size-fits-all Variable Message Format (VMF) message capable of 
supporting all potential GPS ephemeris/data. 

The GPS study resulted in positive findings on the use of SWE to support GPS. SWE 
standards were found suitable for distributed post-processing of GPS information.  SWE 
Common Data 2.0 encodings were demonstrated to support an interoperable messaging 
description and encoding for the next generation GPS message streams into and out of the 
GPS navigation accuracy improvement services. The connection of SWE Common to 
SensorML 2.0 and the application of SensorML to describe the processing surrounding 
GPS navigation improvement were shown. 

 

                                                                                                                                            

34 http://www.youtube.com/playlist?list=PL22A50B3A16E3C88A  
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10 Implementation Maturity summary 

The different examples of listed projects within this document clearly show that the SWE 
standards help to realize various kinds of applications. In particular, they are instrumental 
for flexibly integrating various kinds of sensors and sensor data. The examples show the 
wide range of sensor information that can be provided via SWE services, from in-situ 
sensors (e.g. water gauges, weather stations) to  mobile sensors (e.g., in the OSIRIS 
project: tracked firemen, air quality sensors on busses, as well as UAVs), to remote 
sensors (satellites).  

One method to quantify the maturity is to assign Technology Readiness Levels (TRL) to 
the SWE standards.35    TRLs range from 1 to 9 with 9 being best.  Based on the 
information in this report, SWE Version 1 can be considered to be at TRL level 9, while 
SWE Version 2 is at level 6.  It is anticipated that implementations of SWE Version 2 
will rapidly advance its TRL to level 9. 

Table 6. Technology Readiness Levels of SWE standards 

OGC	
  Standard	
   TRL	
  level	
  	
   Comments	
  

SOS	
  v1.0.0,	
  
SPS	
  v1.0.0,	
  
SensorML	
  v1.0.1	
  

Level	
  9.	
  	
  
Actual	
  system	
  proven	
  through	
  
successful	
  mission	
  operations	
  

Compliance	
  tests	
  have	
  been	
  approved.	
  
Several	
  implementations	
  have	
  passed	
  
compliance	
  testing.	
  
Versions	
  are	
  used	
  in	
  operational	
  activities.	
  

SOS	
  v2.0,	
  	
  
SPS	
  v2.0	
  

Level	
  6.	
  	
  
System/subsystem	
  model	
  or	
  
prototype	
  demonstration	
  in	
  a	
  
relevant	
  environment	
  

Several	
  implementations	
  have	
  implemented	
  
the	
  standard.	
  
Versions	
  are	
  used	
  in	
  demonstration	
  
activities.	
  

O&M	
  Part	
  2	
  v1.0,	
  
O&M	
  XML	
  v2.0	
  

Level	
  7.	
  	
  
System	
  prototype	
  
demonstration	
  in	
  an	
  
operational	
  environment.	
   	
  

Several	
  implementations	
  have	
  implemented	
  
the	
  standards.	
  
Implementations	
  are	
  used	
  in	
  operational	
  
activities.	
  

SensorML	
  v2	
   Level	
  4.	
  	
  
Component	
  and/or	
  breadboard	
  
validation	
  in	
  laboratory	
  
environment	
  

Standard	
  has	
  been	
  developed	
  based	
  on	
  
previous	
  version,	
  but	
  with	
  major	
  additions.	
  
Major	
  additions	
  have	
  been	
  tested	
  	
  in	
  
experimental	
  environment.	
  

 

 

 

                                                

35 http://en.wikipedia.org/wiki/Technology_readiness_level#U.S._Department_of_Defense_.28DoD.29_definitions  
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The increased applications of SWE in commercial projects (e.g., projects with 
Wupperverband, EEA, Rijkswaterstaat, or DLZ-IT) demonstrate that SWE specifications 
are becoming more significant in practice. SWE enables the integration of (near) real-
time data into spatial data infrastructures and GIS systems. SWE facilitates the 
integration of various sensors by providing a unified and vendor independent interface.  

In conclusion, this study indicates that the OGC SWE specifications have reached a 
stable state and have been tested and operationally used in many applications and 
projects. Hence, the SWE specifications represent a meaningful and important extension 
to existing spatial data infrastructures, particularly, to flexibly and efficiently integrate 
sensor data and (near) real time data.  
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11 Future Work 

11.1 Further Development of SWE Standards 

After having SOS, SPS, O&M, as well as SWE Common models accepted as version 2.0 
standards, and SensorML 2.0 being close to the final voting, the next focus of the SWE 
working group is on the eventing and alerting technologies. Although the SES (and also 
the SAS) were successfully tested in various projects (e.g., OWS testbeds), neither of 
them has reached the status of an adopted standard yet. Currently, the Pub/Sub working 
group at OGC is working on the next iteration of an eventing specification. This forms 
the basis of a generic eventing service – not restricted to sensors – and is an important 
current working field.  

Further, the development of profiles for SWE specifications will be of relevance in the 
future. Through profiles, the applicability of specifications can be facilitated and their 
interoperability can be increased. An example profile is WaterML 2.0, an adopted 
standard which restricts and extends the O&M standard for the usage in the hydrology 
domain.  

11.2 SWE Clients 

As sensor assets are made available through the SWE services, it is important that they 
can immediately and readily be discovered, accessed, and integrated into visualization 
and analysis tools along with other sensor and Geospatial data.  To support SWE-enabled 
assets, client capabilities should include: 

 Enable web-service interface interaction with SOS and SPS 
 Enable ability to parse SWE encodings (e.g. SensorML, SWE Common, O&M) 
 Provide better support for handling highly-dynamic sensors and observations (for 

both real-time and archived modes) 
 Enable default and configurable portrayal of sensor data, including for example, 

time plots, trajectories, vertical profiles, geolocated imagery and video 
 Enable automatic and customized GUIs to support tasking of assets (SPS) and 

filtering of observations (SOS) 
 Enable on-demand processing of observations within the client (more advanced) 

 

Developing a SWE client that is able to accommodate various SOS server 
implementations remains very challenging. For some SWE implementations, the greatest 
technical challenges been encountered on the client side. The challenges are listed as 
follows. 

 In SOS 1.0, there is no basic profile of the SensorML, which dramatically 
increases the complexity of client programs when parsing SensorML documents 
from SOS services. 
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 Most data owners have difficulties to relate the feature of interests and procedures 
to their physical setup of sensor networks. Therefore training of data owners is 
required.  

 Sensor sampling frequency information is not defined in the SWE specifications 
(such as the Capabilities document). Sensors with high sampling rates can collect 
a large number of measurements in a short period of time. Without knowing the 
approximate data size to be requested from SOS servers, clients can be easily 
overwhelmed by very large responses from servers. Likewise, servers can also be 
overwhelmed by an unreasonable number of requests. Sensor sampling frequency 
information can help both clients and servers adapt to the capabilities of the other. 

Further refinements of the standards as well as maturing implementations are needed to 
address these client-side challenges. 

 

11.3 SWE Services Node 

Enabling sensor operators to quickly and easily deploy and web-enable sensors is one of 
the most critical capabilities for SWE implementation. OpenGeo has defined a SWE-
service node concept to support these needs.  OpenGeo is the geospatial division of 
OpenPlans, a 501(c)(3) not-for-profit organization that is the originator of the GeoServer 
open source application. OpenGeo is a member of the OGC.  

If properly designed, a SWE-service node would provide support for the discovery of 
dynamic assets and measurements, for access to real-time or archived observations, for 
tasking of sensors, models, or actuator systems, for publishing and subscribing to alerts, 
and for on-demand, on-board, configurable processing. In addition, such a node 
architecture would provide configurable security and plug-in-play modules to support an 
array of sensors and actuators. An architecture design is illustrated below. 

The following diagram depicts a small footprint server node that can be easily configured 
to support a wide variety of sensor and actuator assets, as well as meet ancillary 
requirements for security, database storage, and communication. In addition, an internal 
SensorML process execution engine will enable uploadable and configurable processing 
at the node. Such software could be used to rapidly deploy new assets, as well as to 
support legacy sensor deployments without interfering with existing operations. 

The diagram also illustrates interoperability of the SWE node with a larger Data Server 
perhaps built on OpenGeo GeoServer. In this approach, one can consider a large number 
of SWE node deployments providing access to lower-level assets, while the larger 
capacity Data Server could provide higher-level information based on integration and 
portrayal of these sensor data through a host of web services. 

The core of many of the software components for such a SWE node exists to some degree 
within the open-source software available on Google Code and at 52N. Integrating the 
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SWE node with other OpenGeo technology, such as GeoServer and PostGIS, could also 
provide many of the components. 

 

 

Figure 25. OGC SWE-based node attached to remote data server 

 

11.4 SensorML Editor for Sensors and Processes 

SensorML provides the ability to fully describe sensor systems and others assets, as well 
as define the processes surrounding measurement and processing of observations. In 
such, it can be used to provide: 
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 electronic spec sheets for sensor systems, specifying a wide range of 
characteristics and capabilities (e.g. sensitivity and operational limits), as well as 
position, contacts, references, history, and of course measured properties 

 a full mapping of components within a sensor system including explicit flow of 
data between the components 

 a complete description of the lineage or pedigree of an observation, including 
processes such as tasking request, sensor systems, processing, QA testing, and 
analysis 

 a explicitly defined process flow that can be executed to enable on-demand 
processing of observations or cross-queuing of sensor-actuator assets 

 

Currently, most SensorML descriptions are created in XML by using generic XML 
editors which can be a tedious and error-prone exercise, or by editing a previously-
defined SensorML template file which is limited to only those systems where templates 
have been created. Because of these complication and limitations, SensorML descriptions 
are often not created at all or do not use the full potential of SensorML. 

There is a strong need for SensorML editors that allow simple creation of sensor and 
process descriptions, as well as aggregate systems and processes. An initial open-source 
SensorML Process Editor was created at UAH but is in need of redesign, debugging, and 
refinement. This tool allows one to describe a single process or sensor component 
through a more human-friendly interface, and provides support for SensorML profiles 
defined in RelaxNG. 

A simple tool for creating descriptions of complex sensor systems and aggregate 
processes is also needed and should actually be simpler to develop than the individual 
process editor. 

In addition to editing, a very helpful tool is one that can parse a SensorML description 
and display the encoded information in a user-friendly view. Such a tool exists in the 
Open Source “Pretty View” tool developed at UAH and Botts-Inc., but it is in need of 
refinement and extension, and needs to be brought up to SensorML v2.0. It also needs to 
support a system or process network view that displays the components in an aggregate 
process, as well as the data flow between them. 

11.5 Development of SWE-based Web Processing Services (SWE-WPS) 

There is ongoing development of the OGC Web Processing Service (WPS) that is 
expected to be very general in its design. There is a strong need for a SWE-specific 
profile that is highly compatible with the SWE services and encoding. In particular, a 
SWE-WPS would constrain its input and output to being SWE Common Data and would 
utilize SensorML to define the process. This effort should define such a profile and 
develop software to support easy configuration and deployment of SWE-WPS instances. 
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11.6 SWE Discovery Services 

The discovery capabilities for SWE need additional development to dealing with the 
dynamics and complexity of some sensor systems. Discovery in SWE can involve 
sensors and actuators, observations, alerts, processes, and of course the web services that 
enable these. 

Discovery of SWE assets and products may be more complicated than most typical 
geospatial data due to the following characteristics: 

 Sensor observations and tasking commands are typically highly dynamic and 
time-dependent, and thus vary on time frames as short as milliseconds. 

 Sensor and actuator assets, themselves, are often highly dynamic. They may 
change location, orientation, modes, calibration, and other measurement 
parameters on scales of milliseconds to years. Thus, within any 5-minute period, 
the sensors available to a user at a particular location may partially or completely 
change. 

 To be fully exploit a single observation, discovery requirements may include 
descriptions of the sensor and actuator assets involved, the set of tasking 
commands sent, related observation and alerts surrounding that measurement, the 
full lineage of that observation from tasking to measurement to processing to Q/A 
testing to analysis, and the availability of processes that can be applied to that 
observation in order to derive additional information. 

 A coarse-grained discovery solution (typical for most geospatial data) is not by 
itself capable of fully supporting the needs for SWE 

 

Discovery services for SWE may involve several technologies including: 

 Traditional registries for sensors and services 
 Tracking services that maintain a database of the state of all sensors 
 Peer-to-peer (P2P) capabilities for querying a very large numbers of deployed 

sensors and actuators 
 HTML-based textual discovery 
 Semantic Mediation 
 Other evolving technologies 

It is critical that an integrated architecture be developed that can meet the requirements 
outline above and that easily-deployed services be provided in the open-source 
community. Such an architecture will most likely consist of coarse-grained components 
that may reside at large data or control centers, augmented by smaller-footprint 
capabilities that reside nearer to the assets themselves. 


