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Annex B: CHISP-1 Architecture

1 Introduction

1.1 Purpose

This document describes the tasks and deliverables for a virtual observatory for water resources information from observations and forecasts in the U.S. and Canada, building on current networks and capabilities.  This requires interagency coordination for data sharing across jurisdictional boundaries.  The intended audience for this system includes the planners, developers, administrators, and decision-makers of the observatory network, and potentially public end users (e.g., inquiries for research). 

The primary task is to test sharing of hydrology information in a operational setting using open standards:

· The operational setting is as defined by the USGS, EPA and GeoConnections – Natural Resources/Environment Canada
· The hydrology information relates to use cases: 

· Cross-border information sharing, 

· Nutrient Load in the Great Lakes, 
· Open standards from the OGC and other organizations will be deployed in a service oriented architecture

· Operational governance policies and procedures for interagency coordination.
1.2 About This Document

The architecture in this document is presented using  the Reference Model for Open Distributed Processing (RM-ODP), ISO/IEC 10746.  This document’s structure is organized using four RM-ODP viewpoints.
The enterprise viewpoint explains the business reasons for this project, who should be involved, and what should be done in simple terms. It is intended primarily for high-level decision makers. 

The information viewpoint lists and briefly describes the encodings and information models most applicable for the system, based on the use cases described in the enterprise viewpoint. 

The computational viewpoint similarly describes the basic set of web services and other interfaces/protocols most applicable for the system, based on the use cases, but stopping short of “wiring the system together”. 

The information and computational viewpoints would not, of themselves, constitute an operational model of the final solution.  The engineering viewpoint captures this intention, describing how the various components of the system architecture would fit together.  This represents a conceptual model of the system architecture, not at the level of detail needed for a physical implementation, but rather a template that should be as platform-neutral as possible. 
The technology viewpoint is concerned with the deployed system, describing the hardware and software components used. Intial elements are defined in this RFQ/CFP are those components provided by the existing operational environment.

2 Enterprise Viewpoint: Context and Use Cases
2.1 Context of CHISP

The purpose of this project is to provide the sponsors with a tested architecture to improve availability and interoperability of water resource and water quality data across local and national jurisdictions, while reducing the cost, effort, and complexity associated with shared spatial data management and delivery to stakeholders. The approach is to develop a virtual observatory capability as a collaborative, international, multi-agency network for sharing hydrologic and climatic data. 
An important aspect of OGC initiatives such as CHISP is that vendors, developers, administrators, and subject domain experts are brought together to learn from each other and collaboratively solve interoperability problems which arise in the course of developing spatial data infrastructure following OGC standards. 

CHISP builds on and enhances existing national geospatial information portals such as the U.S. Geo.Data.Gov and the Canadian Geospatial Data Infrastructure (CGDI). These provide a growing international resource of distributed data sources, web services, modeling tools, and client applications for discovering and accessing geographic information (e.g. maps, satellite images) for U.S and Canada over the Internet. 
CHISP will extend these capabilities by web-enabling and integrating additional water resources and water quality data to support cross-border analysis and decision support. In addition to applying OGC and ISO standards and best practices for data exchange, CHISP will help enable shared decision making needed for resolving intra- and inter-jurisdictional challenges. This will be achieved using a common foundation for key government information systems, together with third-party service delivery.
2.2 Relationships With Existing Activities

2.2.1 Relationship to IWRSS

CHISP is conducted in support of the collaboration known as the Integrated Water Resources Sciences and Services (IWRSS) and its mission, described in a recent report to Congress
 (page 11): 

In May 2011, the National Oceanic and Atmospheric Administration, U.S. Army Corps of Engineers, and U.S. Geological Survey signed a memorandum of understanding to better align agency programs to support integrative and adaptive water management. The partnership will address the goals of the Integrated Science and Services initiative (http://nws.noaa.gov/oh/docs/IWRSS_1p_summary.pdf), with the objective of building a Federal Support Toolbox for integrated water-resources management. The U.S. Geological Survey Water Census (http://pubs.usgs.gov/fs/2007/3112/fs2007-3112.pdf) will support this initiative, and will work across Federal, State, Tribal, and local agencies to integrate water-resources information with the goal of developing detailed water budgets for most river basins in the U.S.
2.2.2 OGC activities on Hydrology

2.2.2.1 OGC Standards Program
These activities of the OGC Standards program are relevant to CHISP.
· Hydrology Domain Working Group (Hydro DWG); 

· Sensor Web Enablement (SWE) DWG; 

· Architecture DWG; 
· WaterML 2.0

· Geosynchronization 1.0 SWG (spec in progress)

2.2.2.2 OGC Interoperability Program (IP)
These on-going and prior IP initiatives are relevant to CHISP.
· Hydro DWG Interoperability Experiments

· Groundwater IE2:  http://external.opengis.org/twiki_public/HydrologyDWG/GroundwaterInteroperabilityExperiment2 
· Surface Water IE:  http://external.opengis.org/twiki_public/HydrologyDWG/SurfacewaterInteroperabilityExperiment 
· Forecasting IE: http://external.opengis.org/twiki_public/HydrologyDWG/HydrologicForecastingInteroperabilityExperiment 
· Water Information System Concept Development Study 2010 (Water IS CDS) 

· http://portal.opengeospatial.org/files/?artifact_id=44834 
· GEOSS Architecture Implementation Pilot (AIP)
· AIP-5, the current phase, specifcally addresses the Water Societal Benefit Area.

· http://www.ogcnetwork.net/AIpilot
· Canadian Geospatial Data Infrastructure (CGDI) Pilot conducted by OGC in 2007
· CGDI Summary Report DP (OGC Document 08-000)
· Loosely Coupled Synchronization of Geographic Databases DP (OGC 08-001)
· WFS and GML Best Practices DP (OGC Document 08-002)
· Discussion Papers (DPs) are posted: http://www.opengeospatial.org/standards/dp 

It is anticiapted that several Interoperability Experiments will be conducted in parallel with CHISP. The objective of CHISP as a Pilot is to deploy adopted OGC Standards into an operational environement on a pre-procurement basis.   On the other hand the Interoperability Experiments, e.g., the Forecasting IE, are primarily directed to experiment and prototype extensions, profiles, and change requests to the standards without immediate concern for a specific operational environment.  It is anticipated that CHISP and the Forecasting IE may benefit from inter-project coordination.
2.2.3 Other Related Activities 

This CHISP project will be conducted recognizing numerous existing relevant organizations and activities:

· NOAA National Weather Service (NWS) and Climate Division
· US Army Corps of Engineers (USACE)

· Integrated Water Resources Science and Services (IWRSS)
· National Groundwater Monitoring Network and Portal (beta)

· Water-Quality Data Exchange 

· USGS/EPA Water Quality Portal (planned for release April 2012)
· Provincial Water Quality Monitoring Network (PWQMN)
· Great Lakes Restoration Initiative: near-shore health; point-source pollution

· Consortium of Universities for the Advancement of Hydrologic Science, Inc. (CUAHSI) Hydrologic Information System (HIS)

· World Meteorological Organization (WMO)  
· Commission for Hydrology (CHy) - adoption/co-branding of OGC WaterML 2.0
· WMO Information Systems (WIS)
2.3 System Roles

There are a number of roles involved in CHISP.  These Roles are used in use cases. 
Table 1 - System Roles
	Data Provider
	A data provider maintains a locally or regionally bounded vector dataset for their own use and wishes as well to contribute to regional or national dataset aggregation and/or access.

	
	

	Application End User 
	End users wish to discover, view, and query hydrologic (stream flow level, groundwater level, and snow depth) and/or water quality information, within the Pilot region.

	
	

	EM Analyst
	An Emergency Management analyst accesses regional feature data for the purpose of both creating a local operational view of an emergency situation and alerting others to appropriate response actions such as mobilization and evacuation.

	Water Quality Analyst
	A Water Quality Analyst accesses water quality information for a stream or basin for the purpose of generating estimated loads to at a particular point on the stream or a receiving water body.


2.4 Scenario #1: Cross-border hydrologic data exhange and alerts

This scenario focuses on accessing river gage and groundwater well information associated with a river network that in turn is associated with a set of basins (watersheds). Millions of stream gages and well monitors have been installed throughout the U.S. and Canada, reporting continuous values of depth, flow rate and/or other parameters, as time series. The purpose of this use case is to provide seamless access and interoperability of this data across the U.S.-Canada border. 

Several water catchment basins cross this border. The Pilot region includes two basins with portions in both the U.S. and Canada.  The Milk River basin includes parts of Alberta, Saskatchewan, and Montana (Figure 1) and the Souris River basin includes parts of Manitoba, North Dakota, and Saskatchewan (Figure 2)

[image: image1.jpg]



Figure 1. Scenario 1 – Milk River Basin
Source: http://www.umt.edu/watershedclinic/images/clip_image002.jpg
The Souris River flows into the Assiniboine River, then into the Red River and Lake Winnipeg, which is part of the Hudson Bay. The Souris River basin shows the locations of stream gauges as green circles (source: http://nd.water.usgs.gov/floodinfo/souris.html).
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Figure 2 - Scenario 1 – Souris-Red River Basin 
Source: http://en.wikipedia.org/wiki/File:Sourisrivermap.png
For additional information about the Areas of Interest (AoI), refer to the following KMZ files, shown below, that provide a view of the geography and river basins involved for Scenario #1:
· Scenario #1 – Milk River Area
https://portal.opengeospatial.org/files/?artifact_id=49859
· Scenario #1 – Souris River Area
https://portal.opengeospatial.org/files/?artifact_id=49860
Table 2 - Scenario #1: Cross-border hydrologic data exhange and alerts
	Scenario Identifier: UC1
	Scenario Name: Exchanging cross-border hydrologic data with 
a unified alert service

	Scenario Domain: Hydrology (surface and groundwater)
	Status:  Draft 2012-04-04

	Scenario Description:  This use case focuses on exchanging cross-border hydrologic data (stream flow and groundwater levels) with a unified alert service. Stream/river gauge and groundwater well locations are associated with a river network that in turn is associated with a set of basins (watersheds) (For the purposes of this Pilot, a simple geometric buffer will be used to identify gauge and well locations rather than catchments).  For any well or stream gauge location, a web service provides access to the gauge and well information on all upstream stream segments or in all contributing basins.  An event service provides subscribers a notification if any upstream streamflow or well water level reaches or exceeds a user-defined threshold.  Selected river basins cross the U.S./Canada border. Data providers include state, provincial, and federal agencies. Based on sensor events, a flood is determine to be imminent and alerts are sent to the authorities in the affected areas.

	Actors (Initiators): 

EM Analyst (human), Application End User (human) 
	Actors (Receivers): 

EM Analyst, Application End User, data servers, river gauge network, groundwater well network.

	Pre-Conditions: 

1) End user (EM Analyst) has access to web browser and Internet.

All of the below inputs are acquired or generated for the Pilot region, and made available on-line through standard web service interfaces:

a) Real-time stream flow conditions
b) Real-time groundwater conditions
c) Integrated transboundary (US/Canada) river network based on Canada NHN and U.S. NHD+
d) Integrated transboundary (US/Canada) basin network (e.g,. based on U.S. 8-digit and Canada 4-digit HUCs).

	Post-Conditions: 

CAP Alert is sent to Emergency Management agencies indicating flood. 

	System Components:

1) Data server with realtime EC streamflow data and with EC stream gauge information 
2) Data server with NRCan groundwater level data 
3) Data server with USGS streamflow and groundwater level data

4) Data server with NOAA snow water equivalent estimates (water equivalent in inches, as grids) 

5) Catalogues for discovery of data and services

6) U.S./Canada transboundary "Upstream Service"for identifying gauge and/or well points upstream of a location specified by a user as a gauge, well, or stream segment. 
7) Map servers for basemap information 
8) Application Server for client application
9) Server for Alert/Notification service.  

	Basic Course of Action:

1. EM Analyst or Application End User accesses client application via browser.
2. EM Analyst or Application End User zooms and pans to location of interest.
3. EM Analyst or Application End User selects an individual gauge or well by clicking on the feature on the map, and may change the selection by selecting a different gauge or well.
4. A selected gauge or well is highlighted in some manner, so the user knows that feature is selected.
5. With a gauge or well selected, EM Analyst or Application End User activates "Show Sensor Information" function (e.g., via a button).
6. Sensor-level metadata (consisting of location, sensor type, parameters measured, and time period of content) for the selected gauge or well is presented to user through the client application (e.g., in pop-up window).

7. With a gauge or well selected EM Analyst or Application End User activates "Upstream Service".
8. Locations of all gauges and wells upstream of the selected feature are highlighted, or alternatively, only those upstream gauges and wells are displayed along with the selected feature.  In either case, the upstream gauges and wells are displayed differently than the selected feature.
9. With the "Upstream Service" activated, the EM Analyst can activate the "Event Service".
Some time later, water levels rise in the AoI
10. Messages are sent by the Event service to the EM Analyst that sensor thresholds have been exceeded..
11. The EM Analyst reviews the sensor information and determines that a flood event is imminent.
12. EM Analysis creates a CAP Alert Message and requests it be distributed to the affected organizations.



2.5 Scenario #2: Calculating nutrient loads to the Great Lakes 
The scenario presented below focuses on calculating known nutrient loads (particularly Nitrogen and Phosphorus) to the Great Lakes from tributaries (e.g., via hydrologic pathways), using web-accessible inputs of water quality observations and flow rates, to produce web-accessible outputs of known nutrient loads that includes metadata that documents the model output and processing steps.  Flow is for the period Oct 1, 2010 – Sept 30, 2011.  The Pilot focuses on the Lake Erie and Lake Ontario basins, which include all upper Great Lakes (Superior, Michigan, and Huron), the province of Ontario, and the states of Michigan, Indiana, Ohio, Pennsylvaina, and New York (Figure 3). 

· 
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Figure 3.  Scenario 2 – Lake Erie Basin and Lake Ontario Basin
http://www.glfc.org/lakecom/lec/spatial_inventory/images/LakeErie.jpg 

http://epa.gov/glnpo/lakeont/lontdrain.gif
Table 3 - Scenario #2: Calculating nutrient loads to the Great Lakes

	Scenario Identifier: UC2
	Scenario Name: Calculate nutrient loads to the Great Lakes for Oct 1, 2010 – Sept 30, 2011

	Scenario Domain: Water Quality
	Status:  Draft 2012-07-31

	Scenario Description:  Nutrient (N and P) loads are calculated by associating water quality observations with stream flow rates to generate total loading delivered through tributaries into a water body.   Historic water quality observations will be linked to specific segments of tributary streams and associated flows.  These will be used to provide a primary product of calculated nutrient loads to specific Great Lakes from tributaries.  Both inputs and outputs are web-accessible, with metadata that documents the model output as well as the source inputs and processing steps employed in the model.  The identified spatial domain is the Great Lakes basin and the tributaries contained therein, encompassing areas in Canada and the U. S. The temporal domain is constrained as a time period ranging from Oct 1, 2010 – Sept 30, 2011.  The calculation model will be web accessible and provide for user interaction (e.g., wrapped as a web processing service).

	Actors (Initiators): 

   Water Quality Analyst (human) 
	Actors (Receivers): 

Water Quality Analyst, data servers, stream gauge / sensor network, water quality monitoring network, processing services, catalog services

	 Pre-Conditions: 

1) Water Quality Analyst has access to web browser and Internet.

2) Nutrient Load Calculation Service (NLCS)

All of the below inputs are acquired or generated for the Pilot region:

3) Historical stream flow condition observations for 1-year Pilot time period

4) Historical water quality observations for 1-year Pilot time period
5) Integrated transboundary (US/Canada) river network based on Canada NHN and U.S. NHD+, from UC1
6) Integrated transboundary (US/Canada) basin network (e.g,. based on U.S. 8-digit and Canada 4-digit HUCs), from UC1

7) Indexes, from UC1, between:

a) gauges and wells and stream segments, that can be updated if new gauge stations become available

b) stream segments and basins / sub-basins

8) Index between each Great Lake and its sub-basins, and/or its tributaries (composed of stream segments).

9) Index between water quality monitoring locations and stream segments.  
10) Registry of nutrient parameters (e.g., analytes) and their associated vocabularies that allows measurements from different water quality monitoring stations that measure different parameters (e.g., total N, ammonia, nitrate-N, nitrite-N, etc) to be integrated for calculating total loading of a single (e.g., elemental) nutrient

	Post-Conditions: 

Nutrient loads to each lake being modeled.  

	System Components:
1) Data server with historical EC streamflow data 

2) Water Quality Data Portal (www.waterqualitydata.us) with access to U.S. water quality data

3) Data server with the water quality data for Ontario (http://www.ene.gov.on.ca/environment/en/resources/collection/data_downloads/index.htm - PWQMN)
4) Data server, from UC1, with USGS streamflow data accessible 

5) Data server with historic EC streamflow data and with EC stream gauge information  

6) Data server providing access to water quality data in the Great Lakes Environmental Database (GLENDA)

7) EPA Substance Registry System (SRS) for standard parameter name lookup
8) Catalogue services

9) U.S./Canada transboundary Nutrient Load Calculation Service

10) Map servers for basemap information 


	Basic Course of Action:

1. Water Quality Analyst initiates the Nutrient Load Calculation Service (NLCS) with the following information , and then executes the NLCS (optionally, these selections and specifications could be made through a simple client application):

a) A Great Lake as the receiving water body

b) The particular nutrient or individual parameter (analyte) for which loadings are to be generated

c) The time period of interest (up to 1 full year for the Pilot)

2. Interactions with the Nutrient Load Calculation Service, to calculate nutrient loads for a Great Lake, are as follows:  
a) The NLCS identifies the appropriate set of stream segments through the index described in the Pre-Condition 7.

b) The NLCS identifies the appropriate set of stream flow gauges through the index described in the Pre-Condition 7. 

c) The NLCS identifies the possible set of water quality monitoring locations through the indexes described in the Pre-Conditions 8 and 9. [Note that for the US Water Quality Data Portal, only "integrator sites" (those that are the furthest downstream, and include paired water quality and flow data that integrate the contributions from most of the stream segments of the sub-basin) will contain the requisite N and P data, and thus will be identified as the appropriate location.  Integrator sites may need to be identified in the index for the set of Ontario water quality monitoring locations in each sub-basin.  Also note that for the US Water Quality Data Portal, stream flow is measured at the same site as the water quality monitoring locations.  If this co-location is not present among the Ontario water quality monitoring and stream flow gauge sites, then this pairing may need to be made explicit in the index, or a match made on the basis of stream segment (which would add to the system complexity).]

d) For the parameter selected by the Water Quality Analyst in 1.b (above), the NLCS accesses a pre-existing crosswalk that contains relationships established between (1) water quality parameters and analytical methods listed in the all possible water quality data records (for both US and Canada) and (2) standard parameter names and methods found through SRS and NEMI.

e) Using the parameter and/or method nomenclature found in the crosswalk, the NLCS requests and receives a set of water quality data records for the specified time period and appropriate set of sub-basins from the data servers listed in System Components 2 and 3.
f) The NLCS requests and receives the appropriate set of stream flow data for the specified time period from the data servers listed in System Components 4 and 5.

g) For each paired water quality and stream flow measurement, the NLCS calculates a mass load by multiplying the concentration (mass / volume) by the stream flow (volume / time) for the specified period (time).

h) The NLCS sums the mass loads from the integrator site of each sub-basin, to arrive at a calculated estimate of mass loading of the analyte to the water body for the specified time period. 
3. Results set is stored in system, with associated metadata (inputs, processes, and outputs) published to catalog.

4. Metadata for results sets for load calcuations (inputs, processes, and outputs) is accessible for discovery of result set via catalog service. Metadata contains links to standard parameter and method information from SRS and NEMI.
5. System users (water quality modeler or other (authorized) interested party) search catalog and identify metadata for result set of interest.

6. Result set is accessed through URL in the metadata.


3 Information Viewpoint

3.1 Overview

The information viewpoint is concerned with the semantics of information and information processing. It defines conceptual schemas for geospatial information and methods for defining application schemas. The conceptual, or base, schemas are formal descriptions of the model of any geospatial information. Application schemas are information models for a specific information community. Applications schemas are built from the conceptual schemas.

3.2 Feature Schema

In order to mediate between local (sensu latu) and national views of geodata, stable feature schemas for each and mappings between them will be required.

3.2.1 Local schema 

A local schema is defined as one which is maintained by a local data provider (province, locality, specialized community) which represents the same geographic feature types across multiple organizations, but includes geometries, attributes, and/or constraints which are particular to that locality.

3.2.2 National schema and datasets
A national schema represents a more or less strict common subset of all the local schemas which are to be aggregated and/or viewed in a national context.

· Hydrography – US - USGS National Hydrography Dataset (NHD)
· Hydrography – Canada - GeoBase - National Hydro Network (NHN)
· Water Quality – US - EPA STORET Data / Water Quality Exchange (WQX) 2.0 Schema
· Water Quality – Canada – Provincial Water Quality Monitoring Network (PWQMN)
· National Ground Water Monitoring Network Data Portal (BETA) 
3.2.3 Schema Mapping

A schema mapping describes either the element subset or more involved rules for translating geodata from a local schema to the corresponding national schema.

3.3 Feature Metadata

Metadata is data about data. Data producers use metadata elements and schema to characterize their geographic data. Metadata enables the use of geographic data in the most appropriate and efficient way by knowing its basic characteristics. Metadata facilitates data discovery, retrieval and reuse. Metadata also enables users to determine whether geographic data in a holding will be of use to them.

Metadata is applicable to independent datasets, aggregations of datasets, individual geographic features, and the various classes of objects that compose a feature, as well as their state and appropriate behavior.

Pilot participants will design and implement the feature metadata needed to facilitate the business processes described in the use cases above. In particular, metadata will be used to document the update, correction, or distribution status of local, regional, and national datasets, as well as the relationships (e.g. schema mapping) between feature types between various scales of aggregation and betweem various organizations.

· Metadata – US - FGDC Content Standard for Digital Geospatial Metadata (CSDGM)
· Metadata – US and Canada – ISO 19115, and the North American Profile
3.4 Service Metadata

The most basic operation an information service must provide is the ability to describe itself. The services implemented in this project shall follow the OGC standard of providing a service operation called GetCapabilities that offers a rich set of service-level metadata to the caller. This is described generally in the OGC Web Services Common Specification. Service-specific metadata is described in the specification document for the particular service being implemented. For example, Web Feature Service implementations shall implement the service metadata described in the Web Feature Service Specification. 

3.5 Events & Alerts
A number of asynchronous interactions are expected in the operation of the CHISP, e.g. “there is an update”, “an error has been discovered”, “an update has been applied”, “a view of an emergency situation is available”. These require the exchange of additional information beyond the usual synchronous interactions of OGC Web Services requests and responses. Both publish-subscribe interactions and notification-action interactions require persistent event information as provided by such information structures as Web feeds (e.g. RSS or Atom).  

Event information is lower level semantic information, e.g., a sensor reading is above a specific level.  In contrast to events, alerts are higher order semantic information.  Typically a human will be invovled in determining an alert.  Alert information distributed using OASIS CAP will be used for notification of organizations of emergency conditions.

3.6 OWS Context Documents

OWS Context documents represent the view state of an application or a dynamic map, such as the layers and their datasources, ordering, styling, annotation, etc. They function both as a way of persisting (e.g. storing, discoverying, recovering) such views, and a way of collaborating by exchanging the context of a feature or features being communicated from one user to another.

4 Computational Viewpoint

The computational viewpoint is concerned with the functional decomposition of the system into a set of services which allow clients and servers to interact at interfaces. This viewpoint captures the details of these components and interfaces without regard to actual distribution.

4.1 Overview

This Pilot is primarily concerned with vector data dissemination, update and search. These requirements are fulfilled by the OGC Web Feature Service (with transactional support) and the OGC Catalog Service for the Web. There is also an ancillary requirement for web mapping, and a mechanism for publishing information about data updates. At this time we expect that mechanism to be an Atom feed service.

4.2 Service Interfaces

This section, informed by the known and anticipated interface types and communication protocols associated with the data types, standards, and sources described in the use cases and specified in the Information Viewpoint (above), includes the relevant services and protocols expected to be implemented in the CHSIP-1.  A partial and evolving list follows:

Web Interface Specifications:

· OpenGIS ® Web Map Service (WMS)
· OpenGIS ® Web Feature Service (WFS)
· OpenGIS ® Web Coverage Service (WCS)
· OpenGIS ® Sensor Observation Service (SOS)
· OpenGIS® Web Processing Service (WPS)
· OpenGIS ® Catalogue Service for the Web (CSW)
· OWS 7 Engineering Report - Geosynchronization service (OGC 10-069r2)
Data Encoding Standards:

· OpenGIS ® Geography Markup Language (GML) v3

· WaterML 2.0
4.2.1 Web Feature Service (WFS)

The OpenGIS® Web Feature Service (WFS) Implementation Specification allows a client to retrieve geospatial data encoded in Geography Markup Language (GML) from multiple Web Feature Services. The specification defines interfaces for data access and manipulation operations on geographic features, using HTTP as the distributed computing platform. Via these interfaces, a Web user or service can combine, use and manage geodata -- the feature information behind a map image -- from different sources.

4.2.2 Web Feature Service with Transactions (WFS-T)

A Transactional Web Feature Service allows a client to send messages relating to making changes to a geospatial database. 

The following WFS-T operations are available to manage geographic features and elements:

· Create a new feature instance

· Delete a feature instance

· Update a feature instance

· Lock a feature instance

4.2.3 Catalog Service for the Web (CS/W)

The OpenGIS® Catalogue Service Implementation Specification defines a common interface that enables diverse but conformant applications to perform discovery, browse and query operations against distributed heterogeneous catalog servers.

Catalogue services support the ability to publish and search collections of descriptive information (metadata) for data, services, and related information objects. Metadata in catalogues describe resource characteristics that can be queried and presented for evaluation and further processing by both humans and software. Catalogue services are required to support the discovery and binding to registered information resources within an information community.

The document specifies the interfaces, bindings, and a framework for defining application profiles required to publish and access digital catalogues of metadata for geospatial data, services, and related resources. Metadata act as generalized properties that can be queried and returned through catalogue services for resource evaluation and, in many cases, invocation or retrieval of the referenced resource. Catalogue services support the use of one of several identified query languages to find and return results using well-known content models (metadata schemas) and encodings.

4.2.4 Web Mapping Service (WMS)

The OpenGIS® Web Map Service (WMS) Implementation Specification enables the creation and display of registered and superimposed map-like views of information that come simultaneously from multiple remote and heterogeneous sources.

When client and server software implements WMS, any client can access maps from any server. Any client can combine maps (overlay them like clear acetate sheets) from one or more servers. Any client can query information from a map provided by any server.

In particular WMS defines:

· How to request and provide a map as a picture or set of features (GetMap)

· How to get and provide information about the content of a map such as the value of a feature at a location (GetFeatureInfo)

· How to get and provide information about what types of maps a server can deliver (GetCapabilities)

4.2.5 Web Processing Service (WPS)

The OpenGIS® Web Processing Service (WPS) Interface Standard provides rules for standardizing how inputs and outputs (requests and responses) for geospatial processing services, such as polygon overlay. The standard also defines how a client can request the execution of a process, and how the output from the process is handled. It defines an interface that facilitates the publishing of geospatial processes and clients’ discovery of and binding to those processes. The data required by the WPS can be delivered across a network or they can be available at the server.

4.2.6 Atom Publishing Protocol (AtomAPI)

The AtomAPI is an application level protocol for publishing and editing web resources. The protocol at its core is the HTTP transport of Atom-formatted Web feeds.

5 Engineering Viewpoint

The Enterprise, Information, and Computation viewpoints describe a system in terms of its purposes, its content, and its functions.  The Enginering viewpoint specifies the design “solution” to problems posed by applying the information and computation elements of the architecture to the requirements of the use cases. In particular a set of Engineering Component types are defined incluing the data that they will hold and the service interfaces for the components to objective the system objectives.
In the context of the RFQ/CFP, this viewpoint is largely schematic in nature.  Details will be filled in and refined as the responses to the RFQ/CFP and then as the result of design, implementation, experimentation, and problem-solving during the course of the pilot.

5.1 Tiered Engineering Architecture  
The Engineering Viewpoint identifies types of component to support deployment and management of distributed interaction between the components.  The component types are to be consistent with the Enterprise viewpoint, but with more detail as informed by the Information and Computational Viewpoint.  The components are characterized as part of a service layer in a 3-tier model Figure 4. 
· The top tier is the only one with which people deal directly.  It provides the interfaces to describe and use the services offered; 

· The middle tier embodies all the business processes required to respond to requests issued by clients. The services in general embody everything from authentication to complex geoprocessing on sets of data from various repositories and from generation of map views to statistical charts that the client gets back at the end of the process; 

· The lower tier provides read and/or write access to data, whether its geospatial data, accounting records, or catalogue entries stored in any of a dozen different types of registries. 
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Figure 4 – Engineering Components with Services
5.2 User Interface Tier Components

The User Interface components have two types of interfaces:  1) Human-computer interfaces (HCI) and 2) as clients in a client-server interaction to a network service.  The User Interface components contain data necessary to support these interactions, e.g., maintain state of an interaction with a service.  User interface components have functionality that supports the HCI, e.g., portrayal of maps.
Table 4 – User Interface Tier Components 
	Component
	Description

	Portals, including Geobase Portal
	Single point of access to information, internal or external, of interest to various types of users.

CHISP-1 Integrated Clients exercise access to Portals to retrieve metadata and dataset data to support use case scenarios

	
	

	Integrated Clients
	Integrated Clients are expected to be the principal means of creating and updating feature datasets. It will be helpful to investigate the performance and suitability of WFS-T services for such desktop applications to be capable of interacting directly with a WFS-T to query and update its holdings.

It is also expected that EM analysts will largely use the Client and/or other helper image-processing applications to generate both alerts/notifications and new derived operating view datasets.
Among the capabilities they may provide include:
View locations of stream gauges, groundwater  wells, streams, sub-basins, and basemap data.

Interactively query of (click on) gauge or well locations to view measured parameters and time period of content

Select (click on) gauge or well location to view all upstream gauges, wells, stream segments, and sub-basins

Pan/zoom, and turn layers on and off

Interact with Upstream Service

Subscribe to Event Service

	
	







5.3 Mediation tier components
The Mediation Tier components have two types of interfaces:  server interfaces accessed by Client Tier and as clients in a client-server interaction to network services, e.g., in the Access tier.  The Mediation components contain data necessary to support these interactions, e.g., network addresses of access services.  Mediation components have functionality that supports the server interface, e.g., processing of data into maps.

Table 5 – Mediation Tier Components 
	Component
	Description

	Catalogue (Hi-level)
	Higher-level catalog server with CSW/ISO interface for catalog of services (distributed collection of service-level metadata)

	Catalogue (Low-level)
	Lower-level catalog server with CSW interface to a common registry of sensor-level metadata from Access Tier and is harvested by the higher-level catalog server

	Upstream Service – Geometry
	WPS for identifying spatial area upstream of a gauge, or well location, specified by user

	Upstream Service – Gauges
	WPS to identify gauge and/or well points upstream of a gauge, or well location, specified by user

	Nutrient Load Calculation Service
	Accessible via WPS interface

Relatively simple model for the Pilot.  For each tributary that flows into the lake, the loading rate (mass / time) algorithm used is, e.g.,  
- nutrient concentration  x  flow rate  =  nutrient (mass/time)
which is integrated over a particular time period to produce a mass load.

Model will need to have logic that precludes double counting of loads for a given nutrient for a given (short) time horizon (e.g., loads from both an integrator site and one or more upstream sites for the same time period and the same nutrient).  Alternatively, this could be handled in the index database.  

Model results could be fully aggregated, or broken down a number of ways (e.g., by time intervals, by sub-basin or major tributaries, or some combination thereof).

Model is built in open, modular architecture to facilitate future improvements.

Optional:  simple client application to interact with Nutrient Load Calculation Service by providing basic controls to execute WPS, and to present model results.



	Event Service 
	Allows users to subscribe to an Feed, based on events, e.g., a specified water level or flow rate threshold for a set of river gauges or groundwater wells which are defined through the Upstream Service.

	CAP Publisher
	Human user reviews various inputs and creates a CAP alert.

	Registry of nutrient parameters
	Registry of nutrient parameters (e.g., analytes) and their associated vocabularies that allows measurements from different water quality monitoring stations that measure different parameters (e.g., total N, ammonia, nitrate-N, nitrite-N, etc) to be integrated for calculating total loading of a single (e.g., elemental) nutrient


5.4 Access Tier components

The Access Tier components have offer interfaces to data and information servers.  The Access Tier components contain data necessary to support these interactions, e.g., network addresses of access services.  Mediation components have functionality that supports the server interface, e.g., processing of data into maps.
Table 6 – Access Tier Components 

	Component
	Description

	NRCan SOS Wrapper on EC real-time SOAP server
	Data server with realtime EC streamflow data for Pilot region, and with EC stream gauge information (sensor-level metadata, consisting of location, sensor type, parameters measured, and time period of content) available via WFS, / WaterML2, and WMS

	EC archive Data Server
	EC historical streamflow data (MDB format) accessible via a SOS2/WML2 data service

	USGS Data Server
	Data server with USGS streamflow and groundwater level data accessible via SOS2.0 / WaterML2 for Pilot region, and with USGS stream gauge and groundwater well information (sensor-level metadata) available via WFS / WaterML2, and WMS

	NRCan Data Server
	Data server with NRCan groundwater level data accessible via SOS2.0 / WaterML2 for the Milk R basin (Alberta only), and with NRCan groundwater well information (sensor-level metadata) available via WFS / WaterML2, and WMS

	NOAA Snow Depth Data Server 
	Data server with NOAA snow depth estimates (as water equivalent in inches, as grids) accessible via gridded data service such as WCS

	Basemap Server
	Map servers for basemap information available via WMS, or access to existing WMS for basemap data 

	Geobase Server
	The Geobase server acts as the central aggregating and/or cascading platform for national feature datasets. It also engages in notification, harvest, and update exchanges with provider servers and may cascade  some larger-scale feature requests to more local feature servers. Its other function is to support the application portal with services such as WFS-T, WMS, and CS/W.


Engineering Viewpoint Component Cross-Reference
The following table is provided to serve as cross-reference between the RFQ deliverables described in the RFQ Main Body. Section 5, the Annex B Architeture Scenarios shown in Section 2.4 and 2.5 and the Engineering Viewpoint descriptions contained in Section 5. The component cross-reference reflects deliverable component implementations required by the Sponsors. However, proposals to enhance or improve the Architecture or the delivery of service capabilities to address RFQ requirements will be evaluated based on their merit and adherance to overall initiative requirements. 
	Description

(RFQ-Main Body)
	Annex B

(Eng VP Tiers)
	Scenario 1 Components

(see Section 2.4, Table 2)
	Scenario 2 Components 

(see Section 2.5, Table 3)

	1. SOS2/WML2 (historical streamflow data service)
	EC Archive Data Server 
(Access Tier)
	
	Component #1 & #5 Data server with historical EC streamflow data

	2. SOAP Adapter to SOS2/WML2 Service
	NRCAN SOS Wrapper

(Access Tier)
	Component #1 Data server with realtime EC streamflow data with EC stream gauge information
	

	3. WPS (identify gauge stations and well locations along a stream geometry)
	Upstream Service – Gauges 

(Mediation Tier)
	Component #6 U.S. Canada transboundary “Upstream Server” for identifying guage and/or well points upstream of a location specified by a user as a gauge, well or stream segment
	

	4. Event notification service (US/Can gauges/wells)
	Event Service 

(Mediation Tier)
	Component #9 Server for Alert/Notification service
	

	5. WPS (Identify upstream Geometries)
	Upstream Services – Geometry 

(Mediation Tier)
	Component #6
	

	6. SOS2/WaterML2 service (Groundwater levels)
	NRCan Data Server

(Access Tier)
	Component #2 Data server with NRCAN groundwater level data
	

	7. WFS/GWML service (Groundwater wells)
	NRCan Data Server (Access Tier)
	Component #2 
	

	8. CAP Alert service (Alerts for US/Canada)
	CAP publisher 

(Mediation Tier)
	Component #9 
	

	9. WFS/WaterML2 service (Stream gauges)
	USGS Data Server (Access Tier)
	Component #3 Data server with USGS streamflow and groundwater level data
	

	10. WFS/GWML service (Groundwater wells)
	USGS Data Server (Access Tier)
	Component #3
	

	11. SOS2/WaterML2 service (Streamflow + Groundwater levels)
	USGS Data Server (Access Tier)
	Component #3 
	Component #4 Data server, from UC1, with ISGS streamflow data accessible

	12. CSW/ISO (Metadata Registry for Sensors on river network)
	Catalog (Hi-level) (Mediation Tier)
	Component #5 Catalogues for discovery of data and services
	Component #8 Catalogue services

	13. WaterML2 Metadata server (Time Series common registry service)
	Catalog (Low-level) (Mediation Tier)
	Component #5 
	

	14. Integrated Client (based on Geobase) (plus events/alerts, CSW, WMS, WFS, SOS)
	Integrated Client #1

(Client Tier)
	Component #7 Application Server for client application
	

	15. WPS for basic nutrient loading (US/Can)
	Nutrient Load Calculation Service (NLCS) (Mediation Tier)
	
	Component #9 U.S./Canada transboundary Nutrient Load Calculation Service

	16. Integrated Client (nutrient load model/WPS/WFS/CSW)
	Integrated Client #2

(Client Tier)
	
	

	17. WCS / Gridded Data service (Snow Depth)
	NOAA Snow Depth Data Server 

(Access Tier)
	Component #4 Data server with NOAA snow depth estimates (as water equivalent in inches, as grids)
	

	18. 
	Registry of nutrient parameters (see ANNEX B, Table 5)

(Mediation Tier)
	
	Component #7 Vocabulary service available for EPA’s Substance Registry Service

	19. 
	Basemap Server (see ANNEX B, Table 6)

(Mediation Tier)
	Component #7 Map servers for basemap information
	Component #10 Map servers for basemap information


6 Technology Viewpoint

The technology viewpoint is concerned with the deployed system, describing the hardware and software components used. The specific details of this architectural view will completed during the course of the CHISP-1 culminating in the completed CHISP-1 Engineering Report (ER) at the end of the project. 

Appendix A: CHISP Architecture References 

Refer to the OGC website (http://www.opengeospatial.org/specs/?page=baseline) for the authoritative listing of adopted documents.

Note: Please contact the OGC Tech Desk if you need assistance in gaining access to these documents (techdesk@opengeospatial.org).

OGC Specifications and Supporting Documents Relevant to CGDI IP:

1) OpenGIS® Geography Markup Language (GML) Implementation Specification (version 3.0), available at: http://www.opengeospatial.org/specs/?page=specs
2) OpenGIS® Filter Encoding Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
3) OpenGIS® Style Layered Description (SLD) Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
4) OpenGIS® Web Map Service (WMS) Implementation Specification, version 1.1.1, available at: http://www.opengeospatial.org/specs/?page=specs
5) OpenGIS® Map Context Documents Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
6) OpenGIS® Project Document 02-076r3: Gazetteer Service Profile of the Web Feature Service Implementation Specification, Version 0.9, Rob Atkinson and Jens Fitzke (eds.) , September 2002, http://www.opengeospatial.org/techno/discussions/02-076r3.pdf 
7) OpenGIS® Web Feature Server (WFS) Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
8) Gazetteer Service Profile of a WFS, available at: https://portal.opengeospatial.org/files/?artifact_id=7175
9) OpenGIS® Catalog Service Implementation Specification, version 2.0, available at: http://www.opengeospatial.org/specs/?page=specs
10) OpenGIS® Project Document 03-024: OWS1 Registry Service, Richard Martell (ed.), January 2003, <not available electronically, please contact creed@opengeospatial.org >

Other OGC Specifications and Supporting Documents

11) OpenGIS® Abstract Specification Topic 11: OpenGIS® Metadata (ISO/TC 211 DIS 19115)  May 2001, <http://www.opengeospatial.org/techno/abstract/01-111.pdf>

12) OpenGIS® Abstract Specification Topic 12: OpenGIS® Service Architecture (Version 4.3), Percival, G. (ed.), January 2002, < http://www.opengeospatial.org/techno/abstract/02-112.pdf>

13) OGC Cookbooks website: http://www.opengeospatial.org/resources/?page=cookbooks 

14) OGC Interoperability Program Concept Development Policies and Procedures” (also available from http://www.opengeospatial.org/ogc/policies/ippp), Percivall, George. 2005

ISO Specifications

15) ISO 19101:2002 (Reference Model): http://webstore.ansi.org/ansidocstore/product.asp?sku=ISO+19101:2002  

16) ISO 19107 (Spatial Schema) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19107_(E).pdf
17) ISO 19108 (Temporal Schema) : http://www.isotc211.org/protdoc/DIS/DIS19108.pdf
18) ISO 19109 (Rules for Application Schema) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19109_(E).pdf
19) ISO 19110 (Methodology for Feature Cataloguing) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19110_(E).pdf
20) ISO 19111 (Spatial Referencing by Coordinates) : http://www.isotc211.org/protdoc/DIS/DIS19111.pdf 

21) ISO 19112 (Spatial Referencing by Geographic Identifiers) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19112_(E).pdf
22) ISO 19115 (Metadata) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19115_(E).pdf
23) ISO 19117 (Portrayal) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19117_(E).pdf
24) ISO 19119 (Services) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19119_(E).pdf
25) ISO 19123 (Schema for Coverage Geometry and Functions): http://www.isotc211.org/protdoc/211n1227/readme.htm
26) ISO 19125-1 (Simple Features Access - Part 1: Common Architecture): http://www.isotc211.org/protdoc/DIS/DIS19125-1.pdf
27) ISO 19125-2 (Simple Features Access - Part 2: SQL option): http://www.isotc211.org/protdoc/DIS/DIS19125-2.pdf
Other Related Specifications:

28) EPSG, European Petroleum Survey Group Geodesy Parameters, Lott, R., Ravanas, B., Cain, J., Girbig, J.-P., and Nicolai, R., eds., http://www.epsg.org/
29) FGDC-STD-001-1988, Content Standard for Digital Geospatial Metadata (version 2), US Federal Geographic Data Committee, http://www.fgdc.org/metadata/contstan.html
30) ANSI/NISO Z39.50 Application Service Definition and Protocol Specification [ISO 23950 http://lcweb.loc.gov/z3950/agency/document.html]
31) IETF RFC 2109: HTTP State Management Mechanism http://www.w3.org/Protocols/rfc2109/rfc2109
32) IETF RFC 1729: Using the Z39.50 Information Retrieval Protocol in the Internet Environment [ftp://ftp.ietf.org/rfc/rfc1729.txt]
33) Uniform Resource Identifiers (URI): Generic Syntax (RFC 2396) T. Berners-Lee, R. Fielding, L. Masinter, available at: http://www.ietf.org/rfc/rfc2396.txt
34) Extensible Markup Language (XML) 1.0, Second Edition, Tim Bray et al., eds., W3C, 6 October 2000. See http://www.w3.org/TR/2000/REC-xml-20001006 
35) XML Schema Part 1: Structures. World Wide Web Consortium (W3C). W3C Recommendation (2 May 2001). Available [online]: http://www.w3.org/TR/xmlschema-1/
36) XML Linking Language (XLink) Version 1.0, DeRose, S., Maler, E., Orchard, D., available at http://www.w3.org/TR/xlink/
37) Web Services Description Language (WSDL) Version 1.2. W3C Working Draft (9 July 2002). World Wide Web Consortium (W3C). Available [online]: http://www.w3.org/TR/wsdl12/
38) Simple Object Access Protocol (SOAP) 1.1, Box, D., et. al., available at  http://www.w3.org/TR/SOAP/
39) UDDI – Universal Description, Discovery, and Integration, see  http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=uddi-spec
40) Registry Information Model v2.1, OASIS/ebXML Registry Technical Committee (Approved Committee Specification, June 2002). See http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=regrep
41) Registry Services Specification v2.1. OASIS/ebXML Registry Technical Committee (Approved Committee Specification, June 2002). See http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=regrep
Related Supporting Documents:

42) Reference Model of Open Distributed Processing [ISO/IEC 10746]
43) IEEE Std 1471-2000 IEEE Recommended Practice for Architectural Description of Software-Intensive Systems

44) AMEC, 2006 “Web Feature Services, Considerations for CGDI Government Partners” version 1.0

� Federal Interagency Panel on Climate Change and Water Data and Information, August 2011, Report to Congress—Strengthening the scientific understanding of climate change impacts on freshwater resources of the United States, 49 p, URL: � HYPERLINK "http://www.doi.gov/news/pressreleases/loader.cfm?csModule=security/getfile&pageid=260567" ��http://www.doi.gov/news/pressreleases/loader.cfm?csModule=security/getfile&pageid=260567� 
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