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1 Overview

The architectures presented in this Annex are based upon a collaborative effort between OGC Web
Services 5 (OWS) Sponsorand OGCo6s | P Team. The architecture
ongoing OGC Interoperalty Program initiatives, existing OGC discussion papers and specifications,
OGC Technical Committee activities, and publicly available documentation from related standards
initiatives W3C andISO) and elsewhere.

Section 2 provides an overview of the OW$8evelopment threads.

Section 3 discusses the architectural approach and technical baseline fé&s.OWS

Section 4 discusses the architectural approaches and issues for each of tbed®WBprent threads.

The OGC portal provides a Glossary of Terms at the following URL that may be useful to aid in
understanding and interpretation of terms and abbreviations contained throughout this RFQ:

http://www.opengeospatial.org/resources/?page=glossary

2 OWS-5 Initiative Threads

The OGC is engaged in an Interoperability Program which is a global, -bandad collaborative
prototyping program designed for rapid development and dgliveproven candidate specifications into

t eal

OGCb6s Specification Program which can then be for mal

Initiatives, international technology developers and providers team together to solve specific geo
processingi nt er operability probl ems posed by t he i
Interoperability Initiatives include test beds, pilot projects, interoperability experiments, and
interoperability support servicésall designed to encourage rapid depatent, testing, validation and
adoption of open, consensus based standards specifications.

The policies and produces that define the OG@eroperability Program are available here:
http://www.opengeospatial.org/about/?page=ippp

In January of 2007, the OGC issued a call for sponsors for an OGGSOMiBroperability initiative

testbed activity to advance OGCb6s open framewor k

meetings were anducted with potential OWS sponsors to review the OGC technical baseline, discuss
OWS5 results, and identify OWS requirements. Sponsors have expressed keen interest in advancing
standards for sensor webs, semantics, CAD/GIS/BIM interoperabilitys mmasket applications and
geospatial processing. After analyzing the sponsors input, the OGC Interoperability Team recommended
to the sponsors that the content of the OB\MSitiative be organized around the followisiy threads:

1)  Sensor Web Enablement{&)

2) GeoProcessing Workflow (GPW)

3) Information CommunitieandSemantics (ICS)

4) CAD/GIS/BIM
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5)  Adgile Geography
6) Complianceand Interoperability Test and Evaluati(@ITE)

An introduction to each of thes&x threadsis given below, followed by a detailed disciass of the
architectural implications of the initiative threads.

2.1 Sensor Web Enablement (SWE)

The Sensor Web Enablement subtask will focus on continuing to refine the SWE specifications and
applying the SWE specifications to solve realistic operation siosnar

This work will result in enabling the federation of sensors, platforms and management infrastructure into a
single sensor enterprise. This enterprise will enable the discovery and tasking of sensors as well as the
delivery of sensor measurementsaietiess of sensor type and controlling organization.

Emphasis for SWE during this phase of the OWS project will be on:
e Leveraging results of OW8 to extend and integrate those specifications and implementations.
e Demonstrating S WE 6 s ospdtial Inéetisyof large emezpeige systdmeby g e
integrating SWE into realistic enterprise workflow scenarios supported by Use Cases.
e Continuing previous tedied efforts to integrate IEEE 1451 sensor into SWE
e Harmonizing SWE concepts and specifications witleo OGC specifications and initiatives.
e Developing compliance test for SWE specification to facilitate adoption

In OWS5, emphasis of interoperability engineering activities for the SWE thread will be on integration
and demonstration of physical sensansl simulators within a realistic operating environment. In addition,

progress is expected on enhancements to the SWE spec

of the respective baseline documents.

2.2  Geo-Processing Workflow (GPW)

The work of OGC Interoperability and Specification Programs has produced a significant body of
knowledge and experience in designing, building and deploying Web Services. The full potential of OGC
Web Services as an integration platform will be achieved when appfisatind business processes can be
composed to perform complex interactions using a standard process integration approach. The OASIS Web
Services Business Process Execution Language-BRE., commonly referred to as BPEL) offers a
language to meet this retavhere business processes can be implemented via web services so that any
cooperating entity can perform one or more steps in a process the same way.

The GeeProcessing Workflow (GPW) thread builds on work accomplished during several previous
initiatives. Beginning with OW&2, the Image Handling for Decision Support (IH4DS) thread extended the
baseline of OWS service types with image processing services. IrWSCommon Architecture thread
continued this work by applying the services developed in @Wsthe SWE and GeoDSS environments.

In OWS4, a baseline approach for OWS Workflow using BPEL was established and demonstrated in
several scenarios. Several processing services were defined as profiles of the Web Processing Service, e.g.,
Topology Quiity Assessment Service, Model Output Processing Service.

The GeeProcessing Workflow (GPW) thread aims to develop and demonstrate interoperability among geo
processes through service chaining, workflow and web services, with emphasis on the Web &rocessin
Service (WPS) and SOAP bindings. The results will be realized through ‘edided enterprise scenarios

that demonstrate the power of interoperability and semimmnted architectures. The OVWBSGPW thread

aims to integrate and enhance OGC web sesvépecifications drawing on accomplishments of previous
initiatives to meet these objectives.
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The GPW thread in this testbed is organized into the following-istated work areas:

- Service Chaining and Workflow

- SOAP/WSDL Bindings for OWS Services

- Web Ppcessing Service Profiles

- Streaming of Imagery in OWS

- Access to and Processing of Predictive Models
- OWS Integrated Clients

2.3 Information Communities and Semantics (ICS)

The objective of this testbed is to focus on achieving practical results that aseedoon process
integrati-snziangdgd ooigbhéervices to demonst romdnted t he powe
architectures using OGC Web Services.

In the ICS thread, tasks will focus on applying results from previous initiatives and egpistiondevelop
new GML application schemas and information models for catalog search services

To this end, the Information Communities and Semantics (ICS) thread in®WilEperform tasks in the
following areas:

e GML Application Schema Development
e UML-GML Application Schema tool

e CS/W ebRIM profile of ISO 19115

24 CADI/GIS/BIM (CGB)

The CGB activities in the OWS program are directed toward bridging the information models and
workflows of the various communities involved with the representation of thedmvitonment in three
dimensions.  Standards for interoperable exchange of information about buildings and standards for
representing and exchanging information about cities at kscalé are beginning to enable owners,
administrators and toolmakers toake investments in developing assets based on these standards.
Applications of integrated city models are emerging in the ymasg&et sphere, withess Google Earth and
Microsoft Local Live. One can imagine the extension of these tools into the domdotawdnbased
services to emergency preparedness and response. These applications will require the integration of
semantically rich authoritative information that is likely to be created in a highly distributed fashion. This
thread of OWSb focuses on elveloping a servicelsased architecture that will bring the necessary
information together, and to make it accessible in a secure way.

2.5 Agile Geography

This testbed focuses onmRsipErnoageéssofi nsteergvriacteiso nt oa ndde nbornis
interoperability and servieeriented architectures using OGC Web Services.Agike Geographythread
explores this goal through two distinct activities.

The firs GeoSynchronization and Sharthg@xtends the WFS Transactional architecture to target a
federded environment comprised of loosely affiliated parties who desire to collaborate, in full or in part,
on the maintenance of a shared geospatial data set.

The second activity explores the future of lightweight payloads of geospatial information on the Web
applying the concepts of links, bookmarks and Web pages to digital cartography and geospatial
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information management. Participants will explore the harmonization of KML and OWS Context
document encodings and prototype client and server software thaitexpése documents.

2.6 Compliance and Interoperability Test and Evaluation (CITE)

Validating compliance with an OGC specification means verifying that a software product has
implemented the specification correctly by testing the software interface fmmses and behavior that is
outlined in the specification. Verifying compliance to the standard is necessary in order to achieve
interoperability. As a result, geospatial application vendors desire to provide their potential costumers a
means to verify adience to OGC standards as a measurable discriminator for the interoperability of
software products. Similarly, users desire assurance that acquired software components will interoperate
with their existing investments in OG&émpliant technology. The Confoance and Interoperability Test

and Evaluation (CITE) thread is intended to provide the geospatial industry (consumers and vendors) a
methodology and tools that will test compliance with OGC web services.

The OGC Interoperability Program and the OGC Spedion Program have achieved a great deal of
momentum as a result of the multiple OGC web service specifications that have recently been published.
Key consumers in the geospatial industry are modernizing their enterprises based on the applicability and
interoperability of OGC web services. The major geospatial industry consumers require verifiable proof of
compliance with OGC specifications in order to reach the desirable outcome of interoperability.
Furthermore, as the OGC technology stack has matamgaup of interfaces has emerged that represents a
baseline of technology needed to implement a fully interoperabletoesntt spatial data infrastructure

The OWS4 CITE thread made significant progress towards having a complete suite of compliasice test
for this baseline of interfaces. In OWSS transitioning the WCS 1.0 compliance tests to the new, open
source TEAM Engine will complete this work.

A major focus of OWSb is enterprise workflow. To that end, the CITE thread will develop SOAP and
WSDL conpliance test suites and reference implementations for four specifications, WFS, WMS, WCS
and CS/W. A reference implementation is an open source, fully functional implementation of a
specification in reference to which other implementations can be evaldaiedOGC provides open
source reference implementations to ensure maximum transparency of its specifications for both vendors
and customers.

3 OWS-5 Baseline

3.1 OpenGIS® Reference Model

Relevant SpecificationsDpenGI$ Reference Model version 0.1.3

(http://portal.opengeospatial.org/files/?artifact id=3836

The OpenGIS Reference Model (ORM) provides an architecture framework for the ongoing work of the
OGC. Further, the ORM provides framework for the OGGtandardsBaseline. The OGGtandards
Baseline consists of thmemberapprovedmplementation/Abstracspecifications as well as for a number

of candidate specifications that are currently in progress.

The ORM is a living documerthat will be revised on a regular basis to continually and accurately reflect
the ongoing work of the Consortium. It is encouraged that respondents to this RFQ understand the
concepts that are presented in the ORM.

The structure of the ORM is based thve Reference Model for Open Distributed Processing-(DP).

This Annex of the OWS$S RFQ will deal with the upper four views; Enterprise, Information,
Computational, and Engineering as shown in the figure below. Each thread of the initiative will be
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degribed in the annex usirany or all ofthese four views.

Enterprise viewpoint: articulates a
“business model” that should be
understandable by all stakeholders;
focuses on purpose, scope,
operational objectives, policies,
enterprise objects, etc

Information viewpoint: focuses on
information content and system
behavior (i.e. data models,
semantics, schemas).
Computational viewpoint: captures
components, interfaces, interactions
and constraints without regard to
distribution.

Engineering viewpoint: describes
infrastructure and mechanisms for
component distribution, distribution
transparency and constraints, and
binding and interaction.
Technology viewpoint: defines
implementation and deployment
environment using technologies,
standards and products of the day.

Figure 1: ORM Reference Model

3.2 OGC Standards Baseline

The OGCsStandardBaseline, at any point in time, is the set of all Adopted Specificaptussall other
technical documents that have been made available to the public by the OGC Technical and Planning
Committees.The Standard8aselineall member approved implementation/abstract specifications and best
practices documentsThese specificains and other documents are freely available to the public at this
website: http://www.opengeospatial.org/specs/?page=baseline

With the exception of the CITE thread, OV8Swill use GM. version 3.21 which is availableas OGC
Document07-036. It is anticipated that the next version of GML that the OGC Specification Program
will approve will be 3.2.1, which is anticipated to be equivalent to the I1SO International Standard for
GML.

Several documents were approved for public release at the recent OGC TC/PC meeting in April 2007 and
are being processed for public release. These documents will become available over the next few weeks.
If a specific document is needed by a proposeriahds not yet been published to the public link above,
contact OGCtéchdesk@opengeospatial.prg
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The following table lists the approved OGC Specifications that are relevant toSOWi$ some cases
OWS5 specifies a version which is different from the approved specifications in this table, e.g., GML
3.21

Approved OGC SpecificationsRelated to OWS5

Title | Version | Document# | Date
IMPLEMENTATION SPECIFICATIONS

Catalog Service 2.0.2 07-006r1 2/23/2007
Web Map Service (WMS) 1.3.0 04-024 8/2/2004

Web Coverage Service (WCS) 1.1 06-083r8 10/17/2006
Web Map Context (WMC) 1.1 05-005 1/19/2005
Geography Markup Language (GML) 3.1.1 02-023r4 1/29/2003
Styled Layer Descriptor (SLD) 1 02-070 8/19/2002
Web Feature Service (WFS) 1.1 04-094 5/03/2005
Filter Encoding 1.1 04-095 5/03/2005

3.3 OGC Request For Comment Baseline

The OGC Request for CommeiRFC) process is the procedure for OGC Specification Program to adopt

an Implementation Specification. RFCadinents are one step prior to adoption. RFC documents are to

be used in lieu of prior OGC Discussion Papers on the same topics. The RFC documents have been made
available at this websitéttp://www.opengeospatial.org/standards/requests

Requests for Comment Related to OW$

Title Version Document # Date

OpenGIS® Sensor Planning Service (SPS): Request 0.0.30 05-089r 2005-09-28
for Public Comments

OpenGIS® Transducer Markup Language (TML): 1.0.0 06-010r2 2006-03-03
Request for Public Comments

OpenGIS® Sensor Observation Service (SOS): 0.1.5 06-009r1 2006-02-13
Request for Public Comments

OpenGIS® Sensor Model Language (SensorML): 1.0 05-086r2 2006-02-01
Request for Public Comments

3.4 OGC Best Practice Baseline

Best Practice Documents contain discussion of best practices related to the use and/or
implementation of an adopted OGC document and for release to the public. Best Practices
Documerts are an official position of the OGC and thus represent an endorsement of the content
of the paper. These Best Practice Documents have been made available at the following website:
http://www.opengeospatial.org/standariois/

Title Version Document # Date

(BXML) Encoding Specification 0.0.8 03-002r9 2006-01-18
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Title Version Document # Date
Definition identifier URNs in OGC namespace 1.1.0 06-023r1 2006-08-08
FGDC CSDGM Application Profile for CSW 2.0 0.0.12 06-129r1 2006-12-26
Gazetteer Service - Application Profile of the Web 0.9.3 05-035r2 2006-07-27
Feature Service Implementation Specification
GML PIDF-LO Geometry Shape Application Schema 0.0.9 06-142 2007-01-25
for use in the IETF
1SO19115/1SO19119 Application Profile for CSW 2.0 0.9.3 04-038r2 2005-04-27
(CAT2 AP 1S019115/19)
Observations and Measurements 0.14.7 05-087r4 2006-10-11
OpenGIS® Geography Markup Language (GML) 3.11 03-105r1 2004-04-19
Encoding Specification
OpenGIS® web services architecture description 0.1.0 05-042r2 2005-11-21
Specification best practices 1.0.0 06-135r1 2007-01-29
Units of Measure Recommendation 1.0 02-007r4 2002-08-19
Web Coverage Processing Service (WCPS) 0.0.3 06-035r1 2006-07-26
Web Notification Service 0.0.9 06-095 2007-01-25

The following OGC Best Practice Document was approved for Public Release at the last Technical and
Planning Committees in April 2007 pending minor revisions. To requegtyaafdhis document, please
email the OGC Technology Deste¢hdesk@opengeospatial.prg

Title Version Document # Date

KML Reference Document 0.0.9 07-039 3007-03-07

3.5 OGC Discussion Papers Baseline

OGC Discussion Papers adecuments that present technology issues being considered in the Working
Groups of the Open Geospatial Consortium Technical Committee. Their purpose is to create discussion in
the geospatial information industry on a specifipit. These papers do not represent the official position

of the Open Geospatial Consortium nor of the OGC Technical Commilteese discussion papers have

been made available at this webdiitip://www.opengeospatial.org/standards/dp

Discussion Paperfelated to OWS5

Title Version Document # Date
A URN namespace for the Open Geospatial 2 06-166 2007-01-30
Consortium (OGC)
City Geography Markup Language 0.3.0 06-057r1 8/18/2006
Compliance Test Language (CTL) Discussion Paper 0.4.0 06-126 2006-10-18
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Title Version Document # Date
Geographic information - Rights expression 0.9.0 06-173r2 2007-01-25
language for geographic information - Part xx:
GeoREL
Geospatial Portal Reference Architecture 0.2 04-039 9/22/2004
Geospatial Semantic Web Interoperability 0.5.0 06-002r1 8/21/2006
Experiment Report
GeoXACML, a spatial extension to XACML 0.0.1 05-036 2005-06-17
GML Performance Investigations by CubeWerx 1.0.0 05-050 2006-05-02
OGC Web Services (OWS) 3 UGAS Tool 0.0.3 05-118 2006-04-28
OGC Web Services SOAP Experiment Report 0.8 03-014 2003-01-15
OpenGIS® Catalogue Services - ebRIM (ISO/TS 1.0.0 05-025r3 10/24/2006
15000-3) profile of CSW
OpenGIS® Sensor Web Enablement Architecture 1.0 06-021r1 3/27/2006
Document
OpenGIS GML 3.2 image geopositioning metadata 0.0.0 06-055r1 2006-07-12
application schema
OpenGIS Image Geopostioning Service 0.0.0 06-054r1 2006-07-12
OWS-3 Imagery Workflow Experiments: Enhanced 0.9 05-140 2006-03-30

Service Infrastructure Technology Architecture and
Standards in the OWS-3 Testbed

OWS1.2 Image Handling Design 0.5 04-051 2004-09-26
OWS1.2 Image Handling Requirements 0.1.4 04-052 2004-09-26
OWS 2 Common Architecture: WSDL SOAP UDDI 1.0 04-060r1 2005-02-17
OWS 3 GML Investigations - Performance 0.0.4 05-101 2006-04-19
Experiment by Galdos Systems

OWS3 GML Topology Investigation 0.0.5 05-102r1 2006-05-09
OWS Integrated Client (GeoDSS Client) 0.0.3 05-116 2007-03-08
Schema Maintenance and Tailoring 0.0.7 05-117 2006-05-02
Sensor Alert Service 0.2.0 06-028 2006-04-05
Styled Layer Descriptor Profile of the Web Map 1.1 05-078 2006-04-21
Service Implementation Specification

Symbology Management 0.2.1 05-112 2006-04-19
Temporal Standard Recommendations 0.0.9 06-022r1 2006-04-21
WCS Change Request: Support for WSDL & SOAP 0.1.0 04-049r1 2005-04-22
WMS Part 2: XML for Requests using HTTP Post 0.0.3 02-017r1 2002-08-24
XML for Image and map Annotation 0.4 01-019 2001-02-06

The following OGC Discussion Papers were approved at the last Technical and Planning Committees in
April 2007. These documerdse awaiting minor revisions amméve not yet been posted to the public site.

To request a copy of any of ébe documents, please emdhe OGC Technology Desk
(techdesk@opengeospatial.prg
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Recently Approved OGC Discussion Papers Relevant to OWS

Title Version Document # Date
Feature Styling IPR 04.1 06-140 2006-12-07
Framlmage geopositioning metadata GML 3.2 0.0.0 07-032 2007-03-20
application schema
GeoDRM Engineering Viewpoint and 1.0.0 06-184 2007-02-09
supporting Architecture (OWS-4 GeoDRM
Interoperability Report)
GEOINT Structure Implementation Profile Schema 0.4 07-028 2007-03-25
Processing
GML Encoding of Discrete Coverages - (interleaved 0.2.0 06-188r1 2007-04-04
pattern)
GML Implementation of some simple solids, planes 0.1.0 07-001 2007-01-15
and lines
Local MSD Implementation Profile for GML 3.2.1 0.5 07-027 2007-03-25
OGCE Cataloguing of usi®O 0.1.0 07-038 2007-03-22
the ebRIM profile of CS-W
OGC Web Services Architecture for CAD GIS BIM 1.0 07-023 2007-02-11
OWS-4 CSW ebRIM Modeling Guidelines IPR 0.0.5 06-155 2007-03-12
OWS-4 IPR for WCS-T 06-098 2006-11-16
OWS-4 IPR for WCS Support for JPEG 2000 06-128 2006-12-11
OWS-4 GeoDSS Mass Market IPR 0.0.1 07-004 2007-01-22
OWS4 Topology Quality Assessment IPR 0.2 07-007r1 2007-02-12
OWS4 WFS/Oracle Temporal Investigation 0.0.1 06-154 2006-12-21
OWS-4 Workflow IPR 1.0.0 06-187 2007-01-22
OWS-4 WPS IPR 1.0.1 06-182r1 2007-01-05
SPS Application Profile for EO Sensors 0.9.3 07-018 2007-03-09
Trusted Geo Services IPR 1.0.0 06-107 2007-01-22
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3.6 Non-OGC Standards Related to OWS-5

Non-Open Geospatial Consortium Standards Related tOWS-5

Name Specification Description
WSDL Web Services Description Language v 1.2 W3C Web Services Description Language
Working Draft (WSDL) is a specification from W3C to

describe networked services. WSDL is
used to describe what a web service
can do, where it resides, and how to
invoke it. It provides a simple way for
service providers to describe the basic
format of requests to their systems.

SOAP Simple Object Access Protocol (SOAP) 1.1 Simple Object Access Protocol (SOAP)
is a protocol specification from W3C for
exchange of information in a

decentralized, distributed environment.

BPEL4WS OASIS Web Services Process Execution The Business Process Execution
Language Language for Web Services (BPEL4AWS
or BPEL for short) defines a notation for
specifying business process behavior
based on Web Services.

OWL OWL Web Ontology Language Overview i The OWL Web Ontology Language
W3C Recommendation 10 Feb 2004 is designed for use by applications
that need to process the content of
information instead of just
presenting information to humans.

4 OWS-5 Architecture

4.1 Sensor Web Enablement (SWE)

The Sensor Web Enablement (SWE) architecture was designed to enable the creatiomafessble

sensor ssets through common interfaces and encodings. Sensor assets may include the sensors themselves,
observation archives, simulations, and observation processing algorithms. The role of SWE is depicted in
Figure 2 The purpose of the OGC Sensor Web Enablerframework is to provide interoperability

among disparate sensors and models, as well as to serve as an interoperable bridge between sensors,
models and simulations, networks, and decision support tools.
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Figure 2: The role of SWE

SWE enables the creation of integrated sensor networks where all types of sensors, instruments, imaging

devices and repositories of sensor data are discoverable, accessible and, where applicable, controllable via

Web technologies and standards. In thiggon, connections to sensors are layered with Internet and Web

protocols and XML schemas are used to publish for mal

and interfaces. Web services for serving, brokering and consuming sensor data pansihamd evaluate
sensor characteristics and observations based on their published descriptions. Information provided in
XML about a sensords <control interface enabl es
determine, for example, its stateddocation, to issue controlling commands to the sensor platform, and to
access its stored or refihe data.

It is expected that the following specifications will be used in this initiative. An explanation of these
specifications can be found in tB&VE Computational Viewpoirgection

SensorML (OG@7-000) iv1.0 Implementation Specification

TransducerML ©QGC06-010r6)i v1.0 Implementation Specification
SensorObservationService(OGC06-009r5)1 v1.0 Implementation Specification
SensorPlanningService (OGC07-014 )iv1.0 Implementation Specification
Observations & Measurement (O&M) (OGC-087r4)i Best Practices
SensorAlert Service(OGC 06028r2)i Best Practices Paper

Web Notification Service(OGC (6-095) i Best Practices Paper

4.1.1 SWE Scope

The OGC Sensor Web Enablement framework has achieved a reasonable degree of maturity sixer past
OWS interoperability initiatives. OWS will focus on integrating the SWiaterfaces and encodingsto
crossthread scenarios and workflows to demonstrate the alilitySWE specifications tcsupport
operational needs.
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Emphasis for SWE during this phase of the OM&bedwill be on:

e Leveraging results of OWS8 to refine extend and integrate thosspecifications amh
implementations.

e Harmonizing SWE concepts and specifications with other OGC specifications and initiatives.
e Demonstrating support for realistic operational scenarios
e Further pervious work of integrating IEEE1451/NCAP sensorSWE.

e Incorporating SWE ito enterprise workflows

4.1.1.1 IEEE1451 Sensor Integration

In OWS4 , work was doneandplbayhadvées ar dfprlaagewor k by
enabled sensors into a SWE based, web services environment. ¥b@wW8mphasis will be placed on
developirg aSmart Transducer Web Services which is a concept associated with achieving interoperability

by integrating IEEE1451/NCAP enabled sensors into a larger enterprise system using SOA and SWE.

This work will primarily focus on extending pervious IEAE51,SWE integration.A WSDL, or similar
technology, will be used to describe the Smart Transducer Web Seavidefacilitate integration into
enterprise systems and workflawEhe figure(Figure 3 below illustrates a proposed solution to this task.

Resuts of this activity are anticipated to be change requests to the related baseline specifications,

specification profiles for specific classes or applications of sensors, and worked examples for use in
demonstrations of realistic operational scenarios.
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Figure 3: Proposed Solution to Smart Transducer Web Services Task

4.1.1.2 Incorporation of SWE into GPW

An objective of the OWS$S SWE thread is to integrate SWE capabilities into larger workflows to deaelop
system capable of meeting retilt operational needsThis capability will be based on the service chaining
and workflows developed in the Geospatial Workflow Processing (GPW) thread of-@Vid®velopers of
SWE components are expected to work with the G8Sommon Architecture and GPWams tcensure
that an integrated sensor observation processing-cakia can be demonstrated.

There are three activities associated with this task. Tétadito develop a workflow that will be driven by
GeoReferenceable imagery provided by a SG8oReferenceable imagery is unprocessed imagery which
has not been gridded or geolocated@he primary objective of th activity is to establishment of a
standardized means to allow the user to interactively aecesbsepixels from a coverage servistored

in the compressed domain (JPEG2000) and preservantge relationship with the associated 'sensor
model' parameters such that precise geopositioning capabilities can be realized in a dynamic, interactive,
networked environment.NGA requires twoworkflows for testing this capability. The first primary
workflow does not require geopositioning of the imagery within G5VISut rather requires sensor and
image information be retained and processed through the workflow so that image geopositioning is
possible at a later time. This workflow exercises the time sensitive response to imagery requirements. The
primary purpose of the second workflow is the ability to implement a geopositioning service as part of a
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web based capability. This workflow doe®tnrequire further processing of the imagery after
incorporation in a Web Coverage Service.

1) NGA requires the evaluation of JPEG 2000 Interactive Protocol (JPIP) to support time
sensitive access to fAgeor eiftecacticeraccesmb | ed I mager
huge, norrectified images (coverages) with tregjuiremento preserve the relationship
of the image/coverage pixel coordinate index with the associated sensor parameters,
adjustable parameters and erpoopagationdata so that the client can uskatever
physical sensamodel or Rapid Positioning Capability gitioning tool available to the
client to do precise geopositioning using the pixels interactively pulled from the.server
Phase 1

i Output from a Sensor Observation Service must include ae@eenceable full
image with functional fit parameters transferred to a Web Coverage Service

ii. Output from the WCST must be a georeferenceable, clipped section of the
image defining an area of interest with functional fit parameters capable of tying
the loation of the clip back to the position on the full image

2) NGA requires the implementation of an Image Geopositioning Service as part of a
networkaccessiblgroduction workflow Thiswould requirethat the coverage service,
the JPIP protocol service, tgeopositioning service and the client would need to be
'logically’ in sync with the interactive transfer of pixddhase 1

i. Output from a Sensor Observation Service must include a Georeferenceable full
image with functional fit parameters transferreé t¢/eb Processing Service
(Image Geopositioning Servid&S)
ii. Input to the IGS will include Terrain Data, sensor model/RPC, and the full
image
iii. Output from the IGS will be a gerectified image encoded in GMLJP2 for
input into the JPIP enabled WCS

This effortwill be facilitated by a JPIP enabled SOS that provides both TransducerML and JPIP encoding
streaming responses. The SOS must also provide a SensorML instance which includes the functional fit
parameters for the imagery. The JPIP approach used for Wi©$ @WS4 (WCSJPIP CR- OGC

Doc 06-128) should be used as a reference for this tAstesult of this effort should include an evaluation

of the further generalization of WCS to support thematic subsetting, irregular-gfndohed)
spatio/temporal distriliions, and sutsupersampling on any or all axeas it relates t&OS

The second GPW relateattivity involves providing sensor measurements via a SOS that will be used
within a workflow. The sensor data provided via the SOS will have one or more ggsces
transformations applied to it and the result will be features which were derived from the initial
observations. These features will then be made available via a WFS. The observations will be provided by
IEEE-1451, or similar, sensors that werectigered using a sensor web registry. URNs will be used to
define specific metadata parameters and the OGC hosted URN resolver should be used to provide concrete
artifacts referenced by a URN. This is a cross thread effort and the specific detailstoftaataovided

will be driven by the GPW thread. The figufgdure 4)below provides an illustration of this workflow.
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Figure 4: Workflow

The NASA EO workflow scenario is also a cross thread effort that requires interactiortheriSWE

thread. In this scenario the results of a GPW will be used to task a sensor using SPS. Image data, possibly
provided via a SOS, will be process though a GPW and the result of this processing will identify areas over
which additionaldatacollection is required. This collection will be requested via SPS and the resulting
data will be accessed via SOS. This scenario will address the need to make the SWE specifications
suitable for consumption by the mass market.e Shenariawill include altemat i ve #fApusho noti fi
technologies which could support a generalized SWE publish/subscribe mechanism as a possible
alternative to the existing OGC WNS. Current OGC information models like O&M and SensorML are
highly suitable for expert technical udsyt much less so for casual userns an effort to make these

models more accessible to a large communhis scenario will apply GeoRSS, KML and other mass
market technologies.

As workflows consisting of WPS, WCTS and other web services are useddesprdata provided by
sensor observations it is then necessary to store these results using a means which facilitates discovery and
retrieval by end users. A transactional WCS will provide an interface that supports the creation of
coverages based on sen data processed using a common set of parameters. Users can then easily
discover and access this data using the WCS intefPaqmulating a WCS with the workflow results also
ensures that workflows will only be executed if the necessary data is aitabde via the WCS. The
primary use case will involve having a user request subsets of image data. If the desired data does not
already exist in the WCS, then the workflow will access an SOS to retrievgemoeference image and
metadata. The workfl@ will then use the functional fit parameters in the metadata to georeference the
image segment and transact the result to a WCS from which the user will retrieve thét dady be
necessary to add enhancement to the WCS specification to facilitatsdtisigobased ofrregular (non

gridded) spatio/temporal distributions and /suipersampling on any or all axes is provided by SOS.

4.1.1.3 SWE Integration into existing systems
The SWE specifications have reached a level of maturity that makes them suitatde fio within larger

systems. Before the SWE specification may be widely adopted by the user community, it is necessary to
develop compliance testing. This need is most prevalent in defense and intelligence organization which
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require compliance testsa@ reference implementations for acceptance. €Ml produce compliance

test and reference implementation for SPS, SOS, SensorML and TransducerML. The development of
theses compliance test will primarily fall under the responsibility of the CITEdhtgse development of
reference implementations and integration of SWE into existing operational systems will likely be
associated with cross thread integration efforts.

4.1.1.4 TPPU using SWE Specifications

To facilitate wider adoption of the SWE specificationsinecessary to produce a report which identifies

an implementation approach for applying OGC standards to 'standardize' the tacticabakieae,

imagery Tasking, Posting, Processing, and Utilization (TPPU) objectives of the DCGS architecture. The
result of this effort will be a technical report that clearly lays out several viable approaches for the
application of OGC standards to support ae@ttime remote sensing applications for both still and
motion imagery, to include electaptical, spectl, SAR, and LIDAR sensors. Of particular interest are
sensor planning/tasking services, sensor observation services, sensor discovery services, streaming data
(and metadata flow), TransducerML, SensorML, etc. The report should provide a summannicitech

and operational pros/cons for the proposed approaches, and an expert assessment of technical risk (i.e. how
mature/tried are the standards in the proposed approaches). A result of this document will be the
nomination of experiments for upcoming OWforts based on the risk assessment of the report.

4.1.2 SWE Requirements

1) Refine the integration of IEEE451 sensors into SWE

a) Apply SPS, SAS and SOS develop a Smart Transducer Web Services which will reside wit
a IEEE1451 NCAP

b) Use of TML, SensorML an@&M schema for generation, access and exploitation of E&EL
enabled sensors

c) ldentify and document enhancements for the SOS

d) Identify and document enhancements for the SPS

2) Utilize SWE within workflows

a) ldentify and model the business processes dodnvation flows needed to manage and
implement sensor related information and workflows, specifically:

i) The model shall scale to support lasgyea, multisensor and mukagency sensor networks.

ii) The model shall accommodate the-agases documented in th&V& Enterprise Viewpoint
and Appendix C of this document.

b) Refine and extend the SWE Information Model and schemas needed to implement the bus
processes and information flows

c) Develop a SOS which provides georeferenceable JPIP imagery and asso@gtedtgtadata ag
SensorML

d) Provide a SOS that will support a measurement (SOS) to feature (WFS) workflow using IE
1451 sensors

e) ldentify and document enhancements for SOS

f) Ildentify and document enhancements for SPS

g) Identify and document enhancements MES- T

Table 17 SWE Requirements
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4.1.3 SWE Deliverables

The following Interoperability Program Reports (IPRs) will be developed in the SWE thread and submitted
to the OGC Specification Program at the completion of the @WE&stbed.

1) GeoReferenceable ImageryRRSOS/WPS/WCS)

2) SWE Profile for TPPU IPR describing how to apply SWE and other OWS specifications to facil
the NRT application of EO, SAR and LIDAR and associated metadata workflow

3) SOS Change Request IPRescribes changes neede®@Sas a Chage Request. Must include
updates to XML Schema, interaction diagrams and documented example requests and respon
showing support foaccessing and transacting observatimingensors systems supportiiglP and
IEEE-1451/NCAR

4) Mass Market/EO SWE Interfas IPR. This IPR will describe how technologies such as GeoRSS
KML and others can be used to support SWE interfaces

5) SWE Change Requests IPRhis IPR will reflect all other SWE related enhancements and
modifications identified during OWS.

6) WCS Sip-setting IPR. This IPR describes enchantments necessary to enable WCS to provide
setting capability similar to SOS.

Implementations of the following services, tools and data instavilidse developed in this OWS
thread, tested in Tenblogy Irtegration Experiments (TIEs) and invoked for crtggad scenarios for
OWS5 demonstration events:

1) SOS- Georeferenceable Imaga SOS implementation that ingests and serves JPIP image data.
SOS will also be responsible for serving metadata inatutlinctional fit parameters as SensorML {
facilitate georeferencing.

2) SPS for managing imaging resource for airborne (UAV) and spaceborne sensors. This SPS w
part of a larger workflow.

3) Mass Market/EO SWE Implementatiotassupport the applicath of technologies such as GeoRSS
KML and others to SWE interfaces.

4) Provide a WCST which supports georeferenceable image subsefiihgs implementation will serve
GMLJP2 encoded Elevation Surface Model data (gridded coverage) based on the GML N2®d

5) SOS for IEEE1451- a SOS implementation that ingests and serves data provided by al4BEE
compliant sensor. This service will interoperate with the IHBE1/NCAP Smart Transducer Web
Services environment and will support the observatiofesaiures workflow

6) SWE Clienti Provide aSWE clientthat can interact with the SWE implementations associated w
the testbed. This client will support SOS and SPS interface at a minimum.

4.1.4 SWE Enterprise Viewpoint

The Sensor Web Enablement thread ajilply and matureghe existing set of SWE specifications to enable

the federation of sensors, platforms and management infrastructure into a sensor enterprise. A SWE
enterprise will enable the discovery and tasking of sensors as well as the delivergoofateervations
regardless of sensor type and controlling organization. SWE brings geospatial web services interoperability
to the diverse plugndplay sensor hardwaenvironment The ultimate vision is of a sensor market place
where users can identifgyaluate, select and request a sensor collection regardless of sensor type, platform
or owner.
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For more detailed information regarding SWE Viewpoints, referenceStwsor Web Enablement
Architecture Discussion Paper (OGCG-081r1)

4.1.4.1 SWE Use Cases

4.14.1.1 Use Case #1: Smart Transducer Web Services

Use Case ldentifier; SWE #1 Use Case Name: Smart Transducer Web Services

Use Case Domain: OWS SWE IEEE1451 Status: Under development. Draft /12/17

Use Case Description: This use case describes the basic discasking tnotification and access of
sensor data. It provides an operational context in which the more detailed use cases will operate.

Actors (Initiators): User of sensor data Actors (Receivers) Same as initiator
Pre-Conditions: PostConditions:
- User requires trassducer data. Sensor has been collected, processed and is

- User has authorization to request the collect provided to the user for exploitation.

of the needed data.

System Components
- CSW: Catalog Service Web Profile
- SPS: Sensor Plamy Service

- Sensor system: the collection of instruments that detect phenomena and generate the metaday
associated with the readings as well as the underlying network and application infrastructure

- Data Server: A web service that stores and dissemina&s3IfaS

- Notification Service: Informs the user of events related to the requested automated processing

Basic Course of Action:
1. User queries a G®/ to determine if needed data/sensor is available (Data discovery use cg
2. Data is not available, buenessary sensor is available
3. Sensor is tasked
4. (Optional) User requests collection status from SPS e"WCS
Collection status provided to user through SPS response or user is notified
5. Collection delivered to a Data Server via SDS
6. User notified of colleébn status and access instructions through notification service

7. User accesses collection and associated metadata.
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4.1.4.1.2 Use Case #2: JPIP Workflow
Use Case ldentifier: SWE #2 Use Case Name: JPIP Workflow
Use Case Domain: OWS SWE Status: Under developmemiraft 4/3/07

Use Case Description: This use case describes the basic discovery, tasking, notification and acces
sensor data. It provides an operational context in which the more detailed use cases will operate.

Actors (Initiators): User of imgery data Actors (Receivers) Same as initiator
PreConditions: PostConditions:
- User requires imagery. Imagery has been collected, processed and is

- User has authorization to request the collect] provided to the user for exptation.

of the needed imagery.

System Components

- CSW: Catalog Service Web Profile

- SPS: Sensor Planning Service

- MCS: Mission Control Systefinmanages the operation of the platform and sensor package
- Platform: the vehicle that the sensor package is mounted on

- Sensor Package: tlgellection of instruments that detect phenomena and generate the metadate
associated with the readings

- Data Server: A web service that stores and disseminates data. Includes the WCS and SOS

- Notification Service: Informs the user of events related toghaested automated processing

Basic Course of Action:
1. User queries a G®/ to determine if needed imagery is available (Data discovery use case f{
2. Imagery is not available
3. Airborne Collection is tasked
4. (Optional) User requests collection status fil8RtS or CSN
Collection status provided to user through SPS response or user is notified
5. (Optional) User modifies tasking for sensor and platform
6. Collection status provided to user through notification service
7. Collection delivered to a Data Server

8. User rotified of collection status and access instructions through notification service
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9. User accesses collection. via SOS
10. User accesses functional fit parameters via SOS

11. Downstream processing occurs to geamiee a portion of the image as needed.

41.4.1.3 Use Case #3: EO-1 Wildfire
Use Case ldentifier: SWE #3 Use Case Name: EO Wildfire Scenario
Use Case Domain: OWS SWE Status: Under development. Draft 4/12

Use Case Description: This use case describes the basic discovery, tasking, notification and acces
sensor data. It provides actions in which workflow processing occurs.

Actors (Initiators): User of imagery data Actors (Receivers) Same as initiator
PreConditions: PostConditions:
- User requires imagery. Imagery has been collected, processed and is

- User has authorization to request the collect provided to the user for exploitation.

of the neded imagery.

System Components

- CSW: Catalog Service Web Profile

- SPS: Sensor Planning Service

- MCS: Mission Control Systefinmanages the operation of thlatform and sensor package
- Platform: the vehicle that the sensor package is mounted on

- Sensor Package: the collection of instruments that detect phenomena and generate the metad
associated with the readings

- Data Server: A web service that stores aisdaminates data. Includes the WCS and SOS

- Notification Service: Informs the user of events related to the requested automated processing

Basic Course of Action:
1. Prior processing will identify regions of interest.
2. User queries a G®/ to determine if negied imagery is available (Data discovery use case foi
3. No imagery meeting data currency requirements is available
4. Airborne and spaceborne collections are tasked

5. (Optional) User requests collection status from SPS e'NCS

Page 23




Due Date: June 8, 2007 Annex B: OWS-5 Architecture

6. Collection status provided to essthrough SPS response or user is notified

7. (Optional) User modifies tasking for sensor and platform

8. Collection status provided to user through notification service

9. Collection delivered to a Data Server

10. User notified of collection status and access isiwas through notification service
11. Automated delivery of image products occurs.

12. Workflow processing will occur using/PS/WCTSand other classification services

13. Processed results will be make accessible

14. Automated delivery of processed image products occurs

41.4.1.4 Georeferenceable Imagery

Catalog search to discover a Sensor Observation Service that can provide JPEG 2000 compressed imagery
complete with sensor parameters and/or functional fit parameters over a user defined area falling within a
user defined set demporal parameters. Catalog search for a JPIP enabledTWR:& can access and
interactively deliver that image data with the sensor/functional fit parameters. Integrated Client constructs
the get coverage request for the image data and the assquéatedeter information with Output =
JPEG2000 Interactive Protocol. Integrated Client then enables the user to interactively select the Area(s)
of Interest (at varying resolutions and quality). Once the user has the desired AOI in view, the user saves
the compressed data for the AOI and associated parameter information intcentalied package for
exchange that can independently support geopositioning of the selected subset of the source imagery.

4.1.5 SWE Information Viewpoint
SWE Information viewpointdescribes a coherent information model or set of integrated information

models for distributed sensor environments. The specific information models and associated service
interfaces are shown below:

DocumentName Searchable Sections/Tags

OWS common section (like any other service)
For each observation in the offering list:
- observation id, name and description

- observed property (association with O&M phenomenon
object)
SOS Capabilities - procedure id (association with SensorML sensor object)
- feature of nterest (association with GML feature)
- time range

- location (if fixed)

- format
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SPS Capabilities

OWS common section (like any other service)
For each sensor system in the offering list:
- phenomenon urn (association with O&M phenomenon objg
- sengr id (association with SensorML sensor object)

- area of service

SAS Capabilities

OWS common section (like any other service)
For each subscription in the offering list:
- alert id, name and description

- observed property (association with O&M phenomeno
object)

- procedure id (association with SensorML sensor object)
- feature of interest (association with GML feature)

- time range

- location (if fixed)

- format

SensorML Sensor,
System and Proces

Most information is contained in the metadata group
- description
- identifiers
- classifiers
- time, legal and security constraints
- characteristics
- capabilities
- contacts
- inputs and outputs (association with O&M phenomenon)

- taskable parameters (association with O&M phenomenon)

C eventually recurse faeach sub components

O&M Phenomena

A phenomenon is intended to be a pure dictionary entry, so it should
parsed in its entirety, including:

- description
- name
- base phenomenon (association with other O&M phenome

- constraint phenomenon (assat@n with other O&M
phenomenon)
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- constraint value

- component if composite (association with other O&M
phenomenon)

Thefollowing diagram illustrates the relationship of the SWE information models to each other and to the
service models. Portions ofdfGML and SWE Common schemas, shown on the left of the diagram, are
used to provide core information elements for the SWE Information Models. This constitutes the common
encodings which are used to facilitate interoperable data and metadata exchange.

SWE Consumers and Producers
(Application clients, SOS, SPS, SAS, processing services)
£5| |e om:Observation
S22 15| sml:System
553 Sl
_.J-_°~ E= sml:Process
=-3 @
o 2 z tml: Transducer

Figure 5: SWE information models as they relate to other service models

4.1.6 SWE Computational Viewpoint

Within the SWE initiative, the enablement of such sensor webs is being pursued through the establishment
of several encodings for describing sensors and sensor obseryvatidritirough several standard interface
definitions for web services. Sensor Web Enablement standards that have been built and prototyped by
members of the OGC include the following OpeS8&pecifications:

1. Sensor Model Language (SensorML3tandard models and XML Schema for describing

the processes within sensor and observation processing systems; provides information needed for
discovery, georeferencing, and processing of observatasmswell as tasking sensors and
simulations.

2. Observations & Measurements (O&M)The general models and XML encodings for
observations and measurements made using sensors.

3. Transducer Model Language (TMLXML encoding for supporting redime strearimg
observations and tasking commands to and from sensor systems.
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4, Sensor Observation Service (SQSAn open interface for a service by which a client
can obtain observations and sensor and platform descriptions from one or more sensors.

5. Sensor Planing Service (SPS) An open interface for a service by which a client can 1)
determine the feasibility of collecting data from one or more sensors or models and 2) submit
collection requests to these sensors and configurable processes.

6. Sensor Alert Seiige (SAS)i An open interface for a web service for publishing of and
subscribing to deliverable alerts from sensor or simulation systems.

7. Web Natification Service (WNS) An open interface for a service by which a client may
conduct asynchronous dialegs, or message interchanges, with one or more other services.

4.1.7 SWE Engineering Viewpoint

The SWE architecture was designed to enable the creation chaetebsible sensor assets through
common interfaces and encodings. Sensor assets may include the tmmssedves, observation archives,
simulations, and observation processing algorithms. SWE not only enables interoperability among
disparate networks of sensors and among disparate models and simulations, but it also enables increased
interoperability betwen sensors and models, and the decision support tools where the final application of
observations occurs.

Heterogeneous sensor network

Aibomne . Decision Support Tools
Satellite i |

N
1 s

monitors Bio/Chem/Rad

Surveillance Detectors

- sparse - mobilefin-situ Sensor Web Enablement
- disparate - extensible .

- discovery

- access

- tasking

Models and Simulations - alert notification

web services and

encodings based on Open
Standards

(OGC, ISO, OASIS, |IEEE)

- nested
- national, regional, urban
- adaptable - vendor neutral - flexible

- data assimilation - extensive - adaptable

M. Boits -2004

Figure 6: The role of SWE

The Sensr Web Enablement (SWE) architecture was designed to enable the creation-adoessible

sensor assets through common interfaces and encodings. Sensor assets may include the sensors themselves,
observation archives, simulations, and observation proceafiorithms. The role of SWE is depicted in

Figure 6. The purpose of the OGC Sensor Web Enablement framework is to provide interoperability
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among disparate sensors and models, as well as to serve as an interoperable bridgesbatues
models and simulations, networks, and decision support tools.

4.2  Geo-Processing Workflow (GPW)

4.2.1 GPW Scope

The GeeProcessing Workflow (GPW) thad aims to develop and demonstrate interoperability among
geoprocesses through service chaining, wankfland web services, with emphasis on the Web Processing
Service (WPS) and SOAP bindings. The results will be realized through vedided! enterprise scenarios

that demonstrate the power of interoperability and seiviented architectures. The OWSGPW thread

aims to integrate and enhance OGC web services specifications drawing on accomplishments of previous
initiatives to meet these objectives.

The main themes in the GPW thread are as follows:

- Service Chaining and Workflow

- SOAP/WSDL Bindings for OWServices

- Web Processing Service Profiles

- Streaming of Imagery in OWS

- Access to and Processing of Predictive Models
- OWS Integrated Clients

4.2.2 GPW Requirements

This section contains the requirements for developments in the GPW thread e56.0WS

The requiements in the following table are grouped into the following categories:

Refine OWS Architecture for Enterprise Integration
Service Chaining and Workflow

SOAP/WSDL Bindings for OWS Services

Web Processing Service Profiles for Workflow Scalability
Streaming of imagery in OWS

Access to and Processing of Predictive Models

OWS Context in the workflow

GeoRM in the workflow

OWS Integrated Clients

©CoNouk~wDE

1) Refine OWS Architecture for Enterprise Integration

a) Refine and document loosetpupled integration of OGC Web Sars in a service orienteq
architecture for enterprise.

b) Prepare an updated Workflow Architecture IPR to document associated work performe
this testbed

c) Support investigation and contribute to IPR on use of the-PaskProcesdUse (TPPU)
pattern thragh coordination with SWE thread.
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d)

Perform a study to investigate workflow performance based on factors such as networf}
considerations, separation of control and data, implementation platform, architecture,
composition of services and other design choices

2) Service Chaining and Workflow

a) Implement a BPEL engine and workflows to produce geospatial content (maps, featurg
coverages, etc.)

b) Investigate and report on use of standards and notations (such as BPMN and XPDL) ir
support of design and implementatiof BPEL workflow processes

c) Integrate OGC core web services such as WMS, WFS,-WRKBCS, WCST, and CS/W in
workflow including use of GMLJP2 and JPIP.

d) Integrate OGC SWE web services such as SOS, SAS, SPS, and WNS in workflow (se
thread for relatedervice enhancement efforts)

e) Use WPS profilegxecute algorithms as links éngeeprocessing service chain

f) Develop workflow(s) to process observations from the SWE thread into features and
coverages using services which should include SOS, SAS, SiPB/MNMS

g) Specific workflows will be developed to support scenarios that create information of val

endusers.

3) SOAP/WSDL Bindings for OWS Services

a)

Investigate and document potential OWS Common enhancements and recommendatid
reduce overlap betweapecifications and harmonize services

b)

Develop recommendations to harmonize OWS services at the interface and object defi
level,,

c)

Define a common approach for developing SOAP and WSDL bindings for OGC web
services.

i) SOAP interfaces shdlle compliant with the appropriate profiles for W3C and OASIS
specifications defined by the Web Services Interoperability Organizdign/(ws
i.org): WS- Basic Profile 1.0Simple SOAP Binding Profile 1.0, Attachments Profile
1.0

i) Develop guidance on WSDL implementation endpoiatg, shoulda single WSDL
describe all operations (getCapabilities, describafte, getFeaturey shoulda separate
WSDL for each operations (or both¢ used

d)

Define SOAP bindings for WFS, WCS, WMS, CSW includitgstract Compliance Clause

e)

Define WSDL documents for WFS, WCS, WMS, CSW includiixstract Compliance
Clauses.

)

Implement WFS with SOAP/WSDL bindings

9)

Implement WCS with SOAP/WSDL bindings

h)

Implement WMS with SOAP/WSDL bindings

4) Web Processing Service Profiles for Workflow Scalability
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a)

Develop profiles of WPS for access to algorithms in a workflow. To define apitfig,
the WPS operations are to be used as the core with extensions defined for the specific]
algorithm, i.e., Profile is the WPS core plus extensions for the specific algoeithmimage
processing. Develop approaches for scaling WPS profiles esimgjd¢he multiple types of
processing services, is on the order of 50.

b)

WPS profile for Image Processing

i) Implement a WPS for Image Processing that will interface with an SOS producing
referenceable image produce gewoectified imagery encoded iifunctional fit
parameters provided in SensorML

i) Define this WPS profile using tHenage Geopositioning Service

i) Provide a WCS that will allow interagd
imagery using GMLJP2 and JPIP.

iv) Process geceferenceable optit from an SOS via WG$ in GMLJP2 or JPIP format tq
produce geogectified imagery

v) Process geeeferenceable output from an SOS via WC8without rectification) to
produce a JPIP output and stored for later use, as needed.

c)

WPS- Earth Observation. WPBr processing of Earth Observation application, for exan
see OW$&4 EO Scenario with examples of flood detection algorithm, and hurricane ared
impact detection. Other examples include air quality threshold algorithm, wildfire deted
algorithm, éc.

d)

Web Processing Service profile for Conflation

i) Design and implement a WPS for Conflation. The service shall provide rules base
conflation capability; shall be automated as much as possible; and implemented wi
BPEL workflow.

i) WPSConflation mg reuse Data Fusion Service from previous OWS testbeds. Also
reuse elements of WFS specification as appropriate.

e)

Further develop and implement Topology Quality Assurance Service (TQAS) as a WP
profile building on the TQAS defined in OW& TQAS to be sed in OWS5 workflow.

5) Streaming of imagery in OWS

a) Provide access and manipulation of imagery in a workflow using SOS, WCS,V&G6&
WCPS.

b) Provide access to a georeferenceable, clipped section of an image defining an area of
with functional ft parameters capable of tying the location of the clip back to the positio
the full image

c) Provide JPIP and GMLJP2 capabilities via a client interface to allow interactive access
JPEG imagery maintaining strong correlation with the support and m#tadata associated
with the imagery

6) Access to and Processing of Predictive Models

a)

Develop architectural approaches for access to outputs of predictive models. For exarn

i) To access model outputs that have been created before requested by & @&fSus
access services, e.g., WMS, WFS, WCS.

i) To access model outputs that are created in response to user inputs use WPS. Di
profiles of WPS may be needed for example based upon the type of user defined i
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b)

Investigate and implement various iy grid processing methods using subsets of data t
can be extracted from predictive model results as well as for final portrayal of data

C)

Process image data through a WCTS before sending to the binary processing service.

d)

Define metadata for the model create a catalogue entry for the model access service.

7)

OWS Context in the workflow

a)

Refine and document the OWS Context definition in collaboration with information mod
effort on OWS Context to be performed in Agile Geography thread

b)

Implement OWSContext to identify and publish collected sources as part of workflow

8)

GeoRM in the workflow

a)

Investigate, define and, at least partially, implement OGC web services capabilities neq
to address authorization/authentication methods and technologiepport of DCID 6/3
requirements

b)

Define and implement a trust model for eugkr licenses as described in the Distributor U
Case

Investigate and report on concepts of Identity 2.0, OpenlD and PKI as they relate to G¢
Reference Model and how theyagnaffect, influence or be used to define future directions
GeoRM

Define and implement an OGC Web service interface based emrEfor the License
Managelf License Broker

Define and implement a prototype framework to dynamically negotiate adiceesled for a
request based on WHust

f)

Define and implement license encoding using a combination of SAML and GeoXACML

)}

Investigate cascading scenarios involving GeoRM licenses and authentication of entitig

9)

OWS Integrated Clients

a)

OWS Integrated Cliertare clients of: Web Map Server (WMS), Web Feature Server (W
Feature Portrayal Service (FPS), Coverage Portrayal Servers, Web Coverage Server (
Catalog Servicé Web (CS/W), Web Processing Servers (WPS) Sensor Planning Servi
(SPS), Sensor Obsation Service (SOS), and Context Documents

b)

Client software must be able to execute a scenario driven production flow taking advar
BPEL, dynamic chaining of services and other workflow management capabilities wher
possible.

Integrated Client toccess catalogues/registries in the ICS thread.

i) Client must be able to discover schemas and data registered on a catalog or catalg
using both DDMS and ISO 19139 metadst¢arch

i) A clientmust be able to searctcatalog for available viewby using keywrds

iii) The client must present the user with a selectionesfs from the return list

iv) The clientautomates the query tdature types that are associated with that view

v) Theclientautomaticallyconstructs GetFeature request with all the feature typbgin
view

vi Client must provide the capahheDGQ vy 1t d
Catalogue
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vii) The client must be able to query across catalogs to discover multiple WFS that can
satisfy the feature type requirements from the view

viii) Theclient retriewesand portrayshe features in the view from the W(S$

d) Decision Support Tools such as those cited in NASA's national applications (e.g. Phair
Airnow)

Table 27 GPW Requirements

4.2.3 GPW Deliverables

The following Interoperability Program Reports (IPRsill be developed in the Gd@rocessing Workflow
thread and submitted to the OGC Specification Program at the completion of th& O¥gghed.

Interoperability Program Reports (IPRs)

1) OWS Workflow Architecture IPR

2) OWS SOAP/WSDL Common IPR

3) WPS- Conflation PR

4) WPS- EO Algorithm IPR

5) WEFS 1.2 Change Request IPR

6) GeoDRM Engineering CR IPR

7) Security IPR

Implementations of the following services, tools and dastances will be developed in this OV8S
thread, tested in Technolodgtegration Experiments (TIfEsand invoked for crostread scenarios for
OWS-5 demonstration events.

Components, ServicesData or Tools

1) WFST 1.2 plus SOAP/WSDL

2) WCST 1.1 plus SOAP/WSDL

3) WMS 1.3 plus SOAP/WSDL

4) OWS Integrated Client

5) BPEL workflow scripts

6) BPEL Workflow engine

7) WPS- Conflation Service

8) WPS- EO Algorithm

9) WCPS

10) WPS Topology Quality Assessment Service (TQAS)

11) WPST Generalization Service

12) WPS- Clipping Service

13) GeoDRM Services
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4.2.4 GPW Enterprise Viewpoint

4.2.4.1 GPW Obijective

The work of OGC Interoperability and Specificet Programs has produced a significant body of
knowledge and experience in designing, building and deploying Web Services. The full potential of OGC
Web Services as an integration platform will be achieved when applications and business processes can be
composed to perform complex interactions using a standard process integration approach. The OASIS
Web Services Business Process Execution LanguageBWEL, commonly referred to as BPEL) offers a
language to meet this need where business processes camplbenénted via web services so that
cooperating entities can perform one or more steps in a process.

The GeeProcessing Workflow (GPW) thread builds on accomplishments of several previous initiatives.
Beginning with OWS2, the Image Handling for Decisiddupport (IH4DS) thread extended the baseline

of OWS service types with image processing services and began use of BPEL. {8 D@&/Sommon
Architecture thread continued this work by applying the services developed ir20/$he SWE and
GeoDSS environnmgs. In OW$4, abaseline approach for OWS Workflow using BPEL was established

and demonstrated in several scenarios. Several processing services were defined as profiles of the Web
Processing Service, e.g., Topology Quality Assessment Service, MogritBubcessing Servic&his
architecture was documented in the OWB®/orkflow Architecture Discussion Paper (OGGI&7rl).

The GeeProcessing Workflow (GPW) thad in this testbed aims to develop and demonstrate
interoperability among geprocesses thrgh publishfind-bind, service chaining and workflow
orchestration. The results will be realized through vakgded enterprise scenarios that demonstrate the
power of interoperability and serviagiented architectures. The OWBSGPW thread aims to integge

and enhance OGC web services specifications drawing of accomplishments of previous initiatives to meet
these objectives.

4.2.4.2 Support of Strategic Objectives

42421 NGA/NCGIS

NGA/NCGIS is engaging the OGC Interoperability Program to fulfill one of the modenrizgtials for

the National System for Geospatial I ntelligence (NS
leverage existing market driven Standaimssed Commercial Offhe-Shelf (SCOTS) solutions for
fulfilling anal yst 6isr nmiedssi oinrs. urPdaertt akfi nyYyCGlhRbds mi s

commercial industry addresses NGA interoperable technology requirements. The NCGIS, through efforts

such as the OGC Interoperability Program, works to ensure standards and standards based commercial
software, addressing NGA requirements, are ready for implementation when the GeoScout contractor
working with their i ndustry team i s ready for t hat
technology (IT) infrastructure. NGA is also committed to suppgrinteroperability with other mandated

e-Government initiatives. All activities / products contained in this statement of work may also be used to

test and strengthen net centric compliance with open standards.

OWS5 will facilitate OGC and industry velors to develop, test and validate interface specifications,
which are anticipated to lead to commercial products suitable for use by NGA, its customers and the
broader federal geospatial community.

42422 Task-Post-Process-Use (TPPU) Pattern
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The goal ofthe trasformation towards TPPU patteis to fiensure that operators as well as intelligence
analysts get robust information targeted to their specific needs when they need it, and that rather than a
large amount of information provided to a small number of peafilaaformation (based on clearance and
security certification) is available to a large number of people.

e (ref: http://horizontalfusion.dtic.mil/about/nethtml)

DTIC Website discussé&PED and TPPU in context of N&entric Warfare and Horizontal Fusion

e http://horizontalfusion.dtic.mil/about/nethtml

State Machine Modeling of TPED and TPPU

o (http://www.dtic.mil/ndia/2005systems/thursday/sorenser).pdf

4.2.4.2.3 Director of Central Intelligence Directive (DCID) 6-3

The DCID 6/3 model is based on certification and accreditation performed on informegiems that are
characterized by Protection Levels (PL), and DCID 6/3 defines five different protection levels. DCID 6/3
deals only with classified information and its PL model helps ensure that only properly cleared people have
access to classified infoation. Although the DCID 6/3 model was designed for classified information and
intelligence work, it is publicly available for review, and any agency or private organization can adopt the
methodology, and customize it according to their own unique regeirsmrhe DCID Standards Manual,
which defines the DCID 6/3 certification and accreditation process, can be found on the Federation of
American Scientists Web site:

e (ref: http://209.85.165.104/search?g=cache:YZ1¢6K0J:www.fas.org/irp/offdocs/dcig-3-
manual.pdf+site:www.fas.org+DCID+Standards+Manual&hl=en&ct=cInk&cd=7&gl~us

42424 N A S A Applied Sciences Program

NASAS6s Applied Sciences Program within the NASA Eart

To integrate NASA Earth science research results into decision support systems serving
applications of national priority and to document improvemeéntshe performance of the
decision support systems.

The overall objective of these projects is the sustained use of geosciences products and NASA Earth
science research by operational organizations in their degigiing activities to benefit the natiand
society.

The Applied Sciences Program enables the use of results from NASA Earth science research in operational
decision support systems (DSS) that organizations employ to serve their management, business, and policy
responsibilities. The overaraiy purpose of the Applied Sciences Program is to showcase the value of
NASA Earth science research and technology and to
investments in the NASA Earth science research program.

The Program focuses on extergliRarth science research results to decisigpport systems twelve
areas of national priority:

Agricultural Efficiency Air Quality Aviation

Carbon Management Coastal Management Disaster Management
Ecological Forecasting Energy Managenm Homeland Security
Invasive Species Public Health Water Management
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Figure 7 illustrates the Integrated System Solutions (ISS) architecture thaiptileed Science$rogram
uses to depict the contributions of Earth obaBons and models o o r g a rdécigieaimakiogn s 6
activities.

Applied Sciences Program Approach to Integrated System Solutions

Value and
Drodictioh al ) benefits to citizens
Earth System Models : ‘ i and society

e Land

Earth Observatories

NASA and Research Partners Partners with Decision-Support Tools

Figure 7: NASA Integrated System Solutions

4.2.4.3 GPW Use Cases

4.2.4.3.1 UseCase#1:OGC Web Services for fAgeoreferenceabl ed
Use Case Identifier: GPW #1 Use Case Nam®©WS f or fgeoreference
Use Case Domain: OWSGPW Thread Status: Under development.

Use Case Description:

Allow a user to interactively access pixels from a coverage service stored in the compressed doma
(JPEG2000) and preservesimagerelationship with the associated 'sensor model' parameters such t
precise geopositioning capabilities can be realized on a subset of the image in a dynamic, interactiy
networked environmentimagery is provided in a time sensitive respomsthé client without processing
while also initiating a workflow script to geoposition the imagery.

Actors (Initiators): Image source and Image analy Actors (Receivers) Image analyst.

PostConditions:
- Image analyst rapidly receives the processed

PreConditions:

- User requires imagery of a géacation. image.
- Workflow script has been created to geo - Image analyst receives a portion of the image
positioning a geseferencable image. georeferenced using RPC.
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System Components
- SOS with interactivestreaming capability including sensor parameters. Only a portion of the larg
(100s GB) image is to be transferred along with the sensor parameters specifimtgmibset.

- WCS or WCST to accept and cache image subset; and to subsequently paovéds to a
georeferenceable, clipped section of an image defining an area of interest with functional fit parg
capable of tying the location of the clip back to the position on the full image

- WPS for Image Gepositioning Service, including ancitiainputs of DEM and RPC coefficients
- SensorML instance document containing RPC coefficients

- Workflow Execution Engine and other OWS services as needed.

- Client with access to 1) the SOS directly for the image stream and 2) workflow process.

Basic Course foAction:

1. SOS provides access interactive actessferring 100MB subset of the image and the senso
model applicable to the image subset. (This transfer is accomplished with JPIP and shoulc
on WCSJPIP and GMLJP2.

2. Client receives image subsetile preserving the relationship of the image/coverage pixel
coordinate index with the associated sensor parameters, adjustable parameters-and error
propagationdata so that the client can ugkatever physical sensorodel or Rapid Positioning
Capabilitypasitioning tool available to the client to do precise geopositioning using the pixel
interactively pulled from the server

3. A workflow is initiated including use of an WP8nage Geopositioning Servicd his requires
the coverage service, the JPIP poatl service, the geopositioning service and the client woulg
need to be 'logically’ in sync with the interactive transfer of pixels.

4. Input to the WPS IGS will include Terrain Data, sensor model/RPC, and the full image

5. Output from the IGS will be a geectified image encoded in GMLJP2 for input into the JPIP
enabled WCS and to client.

4.2.4.3.2 Use Case #2: GeoDRM enabled web services (authorization/authentication)

Catalog search to discover WFS that contains features supporting Local MSD (GML 3.2.1). Response
indicates multiple WFS that support Local MSD in GML 3.2.1. User requires Catalog search to discover if
those WFS support the concept of MB@ws. Response indicates all WFS supietivs.

Integrated Client builds query for views to gather data céritesupport transportatiomerodrome, and
population. Feature content to match views is retrieved and a BPEL workflow is executed to merge and
conflate the data, process through a Clipping Service to cut to a user specified bounding box, send on to a
Genealization Service to remove duplicate vertices and vertices that fall within a user defined tolerance,
then to execute the Topology Quality Assessment Tool to auto correct any transportation disconnects. The
resulting data served through a WFSwvith ouput = KML and making use of SLD/SE is accessed by a

field analyst using a handheld PDA. The field analyst inserts new building structures on the aerodrome
and marks several buildisgsurrounding the aerodrome @mdition of facility = abandoned. The dds

uploaded to the WFS and retrieved by the Integrated Client with the \WIFSutput = GML 3.2.1

4.2.4.3.3 Use Case #3: Earth Observation Use Case

Objective: to develop the elements of OWS necessary to support an EO Scenario involving discovery,
integration, praessing, chaining and visualization of earth observations and model outputs .

Use Case ldentifier: GPW #3 Use Case Nam®WS for Earth Observation

Use Case Domain: OWSGPW Thread Status: Under development.
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Use Case Description:

This use case appli€&WVS workflow andSWE toan Earth Observation scenario. The scenario
demonstrates the application of standards in describing, discovering, accessing and tasking satellit
groundbased sensor installations in a sequence of analysis activities that ddbrmation required by
decision makers in response to national, regional or local emergencies.

Actors (Initiators): Image source and Image analy Actors (Receivers) Image analyst.

PostConditions:
o _ _ - Decision maker has the latest available
- Decision maker needs information to support information.
emagency response. - Decision maker has developed an operationa
- Sensors have been deployed and are taskabl  ynderstandig of the emergency situation.

- Workflow script has been written to create
valueadded information.

PreConditions:

System Components

- Sensor Observation Service (SOS)
- Sensor Planning Service (SPS)

- Sensor Alert Service (SAS)

- Web Processing Service (WPS)

- Catalog Service for the Web (CSW)
- Web Coverage Service (WCS)

- Web Feature Service (WFS)

- Web Map Service (WMS)

Basic Course of Action:

1. Quickly discover relevant and tp-date assets, services and sensors

2. Order reattime custom products with guaranteed delivery to any location in the world

3. Subscribe to data/service/sensor feeds and gettalgimee notifications when information i
available

4. Integrate needed data on the web (using a-thichugh license for trusted identityquiders)

42434 Use Case #4: GeoRM Distributor License Use Case

Use Case ldentifier: GPW #4 Use Case Name: GeoRM Distribu License

Use Case Domain: OWSGPW Thread Status: Under development. Draft 12/17

Use Case Description:

This use case describes fAdistributoro rights
operates under a license with an originating Wkl &etdistribute on its own one or more map layers to
clients under an unrestricted use license.

Actors (Initiators): User of WMS and provider of | Actors (Receivers) Same as initiators
cWMS

PreConditions: PostConditions:
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- User requires WMS map layers.

WMS map | ayers are vie

- User has access WMS client. WMS client software.

- C(WMS provider is able to cascade map layers
from one or more originating WMS Servers

System Components

- CS/W: Catalog Service Web Profile

- WMS: Web Map Service

- C(WMS: Cascading Web Map Service

- License Broker: presents license offers and establishes licenses

- License Manager: stores and matches licenses

- License Gatekeeper: decides whether a specific request is valid under a specific license

-Li

cense Enibyoermpfiements authentication of

of consequences

Basic Course of Action:

5. cWMS provider establishes a distributor license with an originating WMS for one or more n|
layers and receives a license acknowledgenoden.

6. User queries a CS/W and/or the cWMS to determine if needed map layers are available an
what terms

7. User selects layers of interest

8. GeoDRM Client obtains terms of use

9. User agrees to terms

10. Broker Server stores established license and retukmoatedgement token

11. WMS/GeoDRM Client issues map layer request to cWMS with license acknowledgement t¢

12. Gatekeeper Server validates identity of user and authenticity of license information, decide
whether license applies to request.

13. cWMS issues map lay request to originating WMS with its own (distribution license)
acknowledgement token

14. WMS returns map layer to cWMS

15. cWMS returns map layer(s) to client.

4.2.5 GPW Information Viewpoint

This viewpoint explains the data models in the systems.

4.2.5.1 BPEL (and BPMN, XPDL)

Relevant Specifications:

— OASIS Web Services Business Process Execution Language Technical ComMBHBIREL 2.0 (ref:
WWW.0asisopen.org

— Business Process Modeling Notation (BPMN) (reftw.bpmn.org
— XML Process Definition Language (XPDL) (reftww.wfmc.org
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The Business Process Execution Language for Web Service8REB4 or BPEL for short) defines a
notation for specifying busineggocess behavior based on Web Services. It is a standard promoted by
Microsoft, IBM, Siebel, SAP and BEA for orchestrating discrete services intetoegnd business
processes. Processes defined in BPEL can export and import functionality by using VibiSterfaces
exclusively. BPEL provides a language for the formal specification of business processes and business
interaction protocols. By doing so, it extends the Web services interaction model and enables it to support
business transactions. BPELfides an interoperable integration model that should facilitate the expansion

of automated process integration in both the intnporate and the businessbusiness spaces.

Business processes can be described in two ways. Executable business pramisastual behavior of

a participant in a business interaction. Business protocols, in contrast, use process descriptions that specify
the mutually visible message exchange behavior of each of the parties involved in the protocol, without
revealing theirinternal behavior. The process descriptions for business protocols are called abstract
processes.

Business Process Modeling Notation (BPMNa standardized graphical notation for drawing business
processes in a workflow. BPMN was developed by BusinessBsdvianagement Initiative (BPMI), and
is now being maintained by the Object Management Group since the two organizations merged in 2005.

The primary goal of BPMN is to provide a standard notation that is readily understandable by all business
stakeholders These business stakeholders include the business analysts who create and refine the
processes, the technical developers responsible for implementing the processes, and the business managers
who monitor and manage the processes. Consequently BPMN idadtemserve as common language to

bridge the communication gap that frequently occurs between business process design and implementation.

XPDL - used as a file format for BPMN. The XPDL and the BPMN specifications address the same
modeling problem from ffierent perspectives. XPDL provides an XML file format that can be used to
interchange process models between tools.

BPEL and XPDL are entirely different yet complimentary standards. BPEL is an "execution language"
designed to provide a definition of welervices orchestration, specifically the underlying sequence of
interactions, the flow of data from poitd-point. For this reason, it is best suited for straifihdough
processing or datBlows vis-a-vis application integration. The goal of XPDL isdimre and exchange the
process diagram, to allow one tool to model a process diagram, and another to read the diagram and edit,
another to "run" the process model on an XRidmpliant BPM engine, and so on. For this reason, XPDL

is not an executable prognming language like BPEL, but specifically a process design format that
literally represents the "drawing" of the process definition.

4.2.5.2 GML in JPEG 2000 for Geographic Imagery Encoding Specification
(GMLJIP2)

Relevant Specifications:
— OpenGIS® GML in JPEG 200@r Geographic Imagery Encoding Specification (GMLJPP@%r3

The GML (Geography Markup Language) is an XML grammar for the encoding geographic information
including geographic features, coverages, observations, topology, geometry, coordinate refetemse s

units of measure, time, and value objects. JPEG 2000 is a wavelet based encoding for imagery that
provides the ability to include XML data for description of the image within the JPEG 2000 data file. This
specification defines the means by which GM to be used within JPEG 2000 images for geographic
imagery. This includes the following: - Specification of the uses of GML within JPEG 2000 data files.
Packaging mechanisms for including GML within JPEG 2000 data files. - Specific GML application
schemas to support the encoding of OGC coverages within JPEG 2000 data files.
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4.2.5.3 OWS Context

RelevantDocument

— OGC Web Services Context Documents (OWS Context) Interoperability Experiment: FINAL REPORT
(OGC Doc No05-062)

OWS Context document is an XML endogl that references remote and/or local OGC Web Services.
OWS Context documents are related to, but more powerful than, Web Map Context DocO&608). (

The latter are limited to referencing OGC Web Map Services (WMS), whereas the former can reference
other OGC Web Servicesich adVeb Feature Services (WF@ndWeb Coverage Services (WCS)

4.2.5.4 Web Map Context

Relevant Specification:
— OpenGIS® Implementation Specification (WMC) 1(O@GC Doc No05-005 200505-03)

Web Map Context is a companion spegifion to the OGC Web Map Service Interface Implementation
Specification version 1.1.1. The WMS specifies how individual map servers describe and provide their
map content. The present Web Map Context specification states how a specific grouping ofmone or
maps from one or more map servers can be described in a portable, platfep@ndent format for
storage in a repository or for transmission between clients.

4.2.6 GPW Computational Viewpoint

This viewpoint is deals with the service architecture, speséivices and the services interactions to be
used in the GPW thread.

4.2.6.1 Enterprise Workflow Architecture

The GPW architecture was documented in the @WBorkflow Architecture Discussion Paper (OGG 06
187r1).

The GeeProcessing Workflow (GPW) thad in ths testbed aims to develop and demonstrate
interoperability among geprocesses through publifind-bind, service chaining and workflow
orchestration. Workflow through loosetpupled integration of OGC web services in a sergitented
architecture is anbjective of GPW.The results will be realized through valagéded enterprise scenarios
that demonstrate the power of interoperability and semiemted architectures. The OVWBSGPW thread
aims to integrate and enhance OGC web services specificdtiawing of accomplishments of previous
initiatives to meet these objectives.

The goal of this task area t® implementa representativesndto-end service lifecycle for the Publish
Find-Bind (P-F-B) pattern using service chaining and workflow for OGC wskrvices and other
supporting capabilities

e This task will prepare an Enterprise Workflow Architecture IPR to document the implemented
architecture for the workflow integration across the thread; and should document lessons learned
as a result of this ark in the testbed.

e Perform a study to investigate workflow performance as it relates to implementation platform,
architecture, and composition of services.

e Conduct a Workflow Performance trade study of various workflow configurations and design
choices toassess how these configurations affect performance of a workflow environment (e.g.,
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how does breath of distribution affect the topology of the chain). Results of this study should lead
to better understanding of how implementation platform, architectaneposition of services and

other design choices affect performance given the variations in network performance, distributed
services, data sizes, administrative domains, etc. This task should consider the approach taken in
the OWS3 GML Performance Stydnow a Discussion Paper (OGC Doc@&0).

4.2.6.2 Workflow Chaining Service (WfCS)

Relevant Documents

— OWS 2 Service Chaining with BPEL Discussion Paper (OGOT&)
— OWS4 Workflow IPR (OGC doc 04.87r1)
— OASIS Web Servicesk Business Process Execution Langu@y&-BPEL) 2.0

Implement a BPEL engine and several workflow scripts to produce content (maps, features, coverages,
etc.) suitable for decisiemakers needs. BPEL workflows should be designed to execute several process
steps composed of a variety of OGC veelvice capabilities and functian&/hile some OGC web service
implementations in this thread call for use of SOAP bindings and WSDL, other web services to be
integrated with the workflow may use either a REgfe interface or SOAP.

Investigate and repbon use of standards and notations (such as BPMN and XPDL) in support of design
and implementation of BPEL workflow processamd serve to complement the development and
understanding of workflow processes.

The Workflow Chaining Service (WfCS) executesriflow processes and correlates and coordinates
synchronous interactions into collaborative and transactional business flows. It is an infrastructure service
for modeling, connecting, deploying and managing and executing business processes.

For each proess, the WfCS uses a BPEL script that describes the workflow or processing chain to be
executed, a WSDL document (without binding information) that describes the interface that the process
will present to clientsgartnersin BPEL terms), and WSDL documerthat describe the service instances

that the process may invoke during its execution. From this information, the process is made available as a
Web Service. A WSDL file that describes the process's interface may be retrieved from the WfGS at run
time.

As described in ISO 19119, there are many possible approaches to composing chains of processing
services into aggregate or compound service components. General patterns can be used to describe these
approaches based on, for example, the visibility of #neices to the user (or client application) as well as

the difference in how control of the services is managed. Using these criteria, the following service
chaining patterngiclude Eigure 9:

1. User defined (transparent) chaining: the client appticathanages the workflow and control of
the chain is exclusively with the user of the client application

2. Workflow-managed (translucent) chaining: in which the client application invokes a Workflow
Management service that controls the chain and the sisevare of the individual services; a workflow
service controls the chain execution, perhaps with oversight by the human user of the client application

3. Aggregate service (opaque): in which the client application invokes a service that carries out the
chain, with the user having no awareness of the individual services; the aggregate service exclusively
performs the control function with no visibility by the client applicatifpWS 2 Service Chaining with

BPEL Discussion Paper (OGC @7 §
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4.2.6.3 Web Processing Service (WPS)

Relevant Specifications:
— OpenGIS® Web Processing Serv{géPS), OGC docume@5-007r5

The Web Processing Service (WPSaistandardized interfadbat facilitates the publishing of geospatial
processes, and the discovery of and binding to tho:
al gorithm, calculation or model t hat operates on sp
available machinereadable binding information as well as hurnaadable metadata that allows service

discovery and use. This interface specification provides mechanisms to identify the spatially referenced

data required by the calculation, initiate the calénitgtand manage the output from the calculation so that

the client can access it.

WPS is a generic interface in that it does not identify any specific processes that are supported. WPS can
be thought of as an abstract model of a web service, for whifilepnoeed to be developed to support use,

and standardized to support interoperability. As with the other OGC specifications, it is the development,
publication, and adoption of profiles which define the specific uses of this specification.

The WPSinterface specifiegshree operations that can be requested by a client and performedMBSa
server, all mandatory implementation by all servers. Those operations are:

1. GetCapabilitied This operation allows a client to request and receive back service taetada
Capabilities) documents that describe the abilities of the specific server implementation. The
GetCapabilities operation provides the names and general descriptions of each of the processes
offered by a WPS instance. This operation also suppogtstingon of the specification version
being used for cliergerver interactions.
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2. DescribeProcesis This operation allows a client to request and receive back detailed information
about the processes that can be run on the service instance, includingutiseréquired, their
allowable formats, and the outputs that can be produced..

3. Executei This operation allows a client to run a specified process implemented by the WPS,
using provided input parameter values and returning the outputs produced.

The WPS pecification by itself allows service developers to reuse significant amounts of code in the
development of web interfaces, while at the same time facilitating ease of understanding among web
application developers. However, fulljytomated interoperaliifi can be achieved only through using
standardized profiles. While it is possible to write a generic client for WPS, the use of a profile enables
optimization of interoperable client user interface behaviour, as well as the publish/find/bind pargdigm.
achieve high interoperability, each process shall be specified in an Application Profile of this specification.

A WPS Application Profile describes how WPS shall be configured to serve a process that is recognized by
OGC. An Application Profile consistsf

1. An OGC URN that uniquely identifies the process (mandatory)

2. Areference response to a DescribeProcess request for that process (mandatory).

3. A humanreadable document that describes the process and its implementation (optional, but

recommended).

4. A WSDL description (optional in the WPS specification, required in G3Y.S
WPS Application Profiles are intended for consumption by web service registries which maintain
searchable metadata for multiple service instances.

4.2.6.4 WPS Interface for Image Processing
This activity will provide a suite of image processing operations accessible via OGC interface.

First, this task should implementVdPS for ImageProcessing in the workflowThe WPS will interface
with an SOSproducing a geoeferenceable image [refer to EWhread] to producgecrectifiedimagery
encodedwith functional fit parameterprovidedin SensorML. The geeprocessing workflow will use the
WPSto process thgeoreferenceable imagato a geerectified imageusing terrain data and functional fit
algorithms The workflowoutput could be directlprovidedto a client application or to a WEB

This task also aims to enhance and further exercise the WCS with JPIP capabilities to build on the results

of the work completed in OW8§ as reported in Disce®n Paper OGC Doc 6832r1 OWS4 WPS IPR

(Discussions, findings, and use of WPS in OWSGMLJP2 and JPIP shall be used to allow interactive

access to JPEG 2000 compressed Osmartd i magery main
other metadat associated with the imagery for display and decision support using the two separate Clients.

As shown inFigure9, two threadsof the workflow are anticipated. The first thread of the workflow aims
to process the ge@ferenceble output from an SOS via WEBto produce geoectified imagery to be
displayed in Client 1 along with other images and maps.

The second thread of the workflow aims to process thergfecenceable output from an SOS through
WCST (without rectification)to produce a JPIP output format for display by Claind stored for later
use, as needed.

It is desired that Integrated Client 1 and Integrated CHevd provided by different vendors. Both clients
should offer JPIP capabilities for image display dadision support.
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Figure 9: Workflow for Image Processing

4.2.6.5 JPIP and OWS

Relevant Specification

— JPEG 2000 Part 9, JPIP (interactive protocols and ARttp:{/www.jpegorag/jpeg2000/j2kpart9.html
— OWS4 IPR for WCS Support for JPEG 2000, OGC Document 2%

Continue to build on the work accomplished in O/ &nd prior to enhance WCS with JPIP capabilities.
Use JPIP and GML/JP2 to allow interactive access to JPEG 2adpcoe ssed OGsmart 6 i magery
strong correlation with the support and other metadata associated with the imagery.

The main component of JPEG2000, Part 9 is a elienter protocol called JPIP. JPIP may be
implemented on top of HTTP, but is designeith a view to other possible transports. To facilitate its
deployment in systems with varying degrees of complexity, JPIP handles several different formats for the
image data returned by the server: these include ordinary image formats, such as déitg@ete JPEG

2000 files, and two new types of incremental "stream" that use JPEG 2000's "tiles" and "precincts” to take
full advantage of its scalability properties. JPIP also supports both stateless and stateful modes of
operation, enabling sophisticatealchemodeling to eliminate the redundant transmission of data.

JPIP provides selective access to the image metadata that may be contained within JPEG 2000 files.
Although Part 9 is focused on the application of technology from Part 1, including thdeJR2rfiat, it

does support some file format extensions from Part 2. A mechanism has also been provided for selection
from amongst multiple codestreams in JPX (Part 2), MJ2 (Part 3) and JPM (Part 6) files. Potentially this
could be applied to any file forrhaontaining images, not just to the JPEG 2000 family of file formats.

JPIP with OWS is envisioned to support the Image georefeablecimagery use case, by supporting
access to a portion of a large image including the sensor parameters for the sthitesehafe. For large
images, a design requirement is to allow for RPCs specific to portions of the image.

4.2.6.6 SWE Services in the Workflow
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This activity will require development of workflow(s) to process observations from the SWE thread into
features and aerages suitable for decision support. In general, in order to support the type of workflow
depicted inFigure10, proposingorganizations should consider the following:

e Access services

— WCS and WFS access to persistent storeatfifes

— Insert data from SWETransactional WFS and WCS
e Web Processing Service (WPS)

— Profile of WPS to medhe SWE processing needs

— Web Coverage Processing Services (WCPS).
e Service Chaining best practices

— Workflow engine using BPEL

— SOAP bindinggor OGCwebservices

The tasks in this thread should take into account and build on the accomplishments from previous testbeds
that include:

e OWS2 IH4DS Service Chaining with BPEL
e OGC Discussion Paper on O\WB9magery Workflow Experiments
e OWS4 WPS and Workflow IRs.

/Feature Processing & Access\

[Pmcessing Services ]

§(53 "'_'_'—Ff'r 12053

» i =
MlssmelRDistributed &

SAS }(SOS}(spPs SOS
UIE

Mission Control Center

Sensor Web Enablement

Figure 10: Enterprise SWE Geo-Processing Workflow

4.2.6.7 Access to and Processing of Predictive Models

The aim of this task area in GPW is to investigate and implement various binary grid processing methods
using subsets of data tha@anbe extraced from predictivemodel results as well dsr final portrayal of

data. To meethis goal, participantsnay provide/suggest models of interest that are availaldedimate

the suitability of usevith OGC's WPSWCS andWVCPSfor filtering, processing and portraying the model
results (including slices by height or by time), and to identify any enhancements to the specs to meet the
desired objectives.
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A demonstration scenatidlustratedby the diagram beloywvas performed in OW8 focusel on earth
observations with thebjective of processingnagery.

“Discover"

Catalogue

“Reglster"

=
wes-T| | WFS-T WPS wers | (wMs
Profiles

Figure 11: Components and services in the OWS-4 Earth Observation Demo

(Ref: WPS IPR Discussions, findings, and use of WiRSOWS4 (OGC 06182r1)

This scenan provides a foundation upon which to build as work continues to enhance OGC services being
integrated in a workflow to perform similar binary grid processing.

As a continuation of this work, participants should consider implementorg involved BPEL wdflow
usingWPS t process imagdatathrough a WCTS beforeending tahe binary processing service

4.2.6.8 Data Fusion based on Conflation Rules

A Data Fusion Service, based on WFS and WPS that uses conflation rules to complement and refine the
data fusion pocess is part of GPW. The Data Fusion Service and capabilities should be integrated with the
workflow.

Conflation capabilities to be considered in this effort include
e preprocessing (transformation of schema, projection, datum, topology quality assessmen
generalization or geometry simplification)
e feature matching criteria and methods
e preconfliction (merge schemas, integrate features, edge matching, etc)
e imagery search and retrieve and image matching

4.2.6.9 GeoRSS

GeoRSS for use with entities within a Featuratdlbg that have no geometry, some of which use the
geometry of other entities is a resource for GPW. Use in GPW of GeoRSS within GML as a potential
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solution to encoding this type of information (i.e. reports, pictures, names, boundaries).
4.2.6.10 OWS Context in the Workflow

OWS Context is a part of workflow leading to formalizing this definition as a candidate specification or as
a change or enhancement to the existing Web Map Context. For this task, the workflow process should
gather sources using a combinatimnOGC web services including WFS, WMS and others using open
source data, GML data and imagery. The OWS Context shall identify and publish collected sources via the
workflow for sharing and collaboration elsewhere in the workflow process. A BPEL worll#isaribing

the creation of the OWS Context document creation and notification should be produced.

The process tareate an OGC Context documefior a collection ofdata needed fosharing and
collaboration is depicted in the sequence diagram below. Thigain represents work that was planned
but not implemented in OW&. Participants may use this diagram as an example or starting point for
developing a process to be used in this testbed.

O O O O O O O

- LightClient - BPELEngine C Oy IntegratedClient Temp : WFS-T Gold - WFS-T CTOAS
L getROIN : ; ; ;
[Te—1

geti&panntextO
‘{—I

getContext()
i - "= getRecords()

reviewint exd()
getRecords(r [ |

= getFeatures()

transaction()

+ copyFeatures()

applyUpdatel) T

=1

validate()

an
L

getFeatures()

(Ref: Workflow descriptions and lessons learned IPR (OGC 06-187r1)

Figure 12: Sequence Diagram to build OWS Context in the workflow

Implement and use OWS Context documents for sharing and collaboration among clients and services in
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the workflow (performed in collaboration with Agile Geographyetd which will refine and formalize
OWS Context architecture and information modeling).

426.11 GeoRM in the Workflow

Geospatial Rights Management (GeoRM) is defined in the OGC GeoDRM Reference Model as the
packaging, distributing, controlling and tracking ofogpatial content based on rights and licensing
information. More generally it can be taken to cover a broad spectrum of capabilities and underlying
technologies supporting description, identification, trading, protecting monitoring and tracking of all form
of rights usages for both tangible and intangible (electronic) assets, including the management of rights
holders relationships.

For the purpose of this initiative, GeoRM will focus on extending and enhancing standards, technologies,
and practices whit enable interoperable trading of geospatial content using trust relationships to be
implemented in a workflow environment using OGC web services. Trust focuses on control of access to
services and includes authentication of actor identities and autimrip&interactions.

4.2.7 GPW Engineering Viewpoint

This EngineeringViewpoint contains information on how services from the computational viewpoint are
implemented. The component types interact based upon the services identified in the Computational
Viewpoint. Figure 13provides a summary of the component types organized consistent with -tighree
model.

e User Interfaces The top tier is the only one with which clients (people or systems) deal directly. It
provides the interfaces to describe and useeahéces offered;

e Business ProcessesThe middle tier embodies all the business processes required to respond to
requests issued by clients. The services in general embody everything from authentication to complex
geoprocessing on sets of data from vasicepositories and from generation of map views to statistical
charts that the client gets back at the end of the process;

e Data Access The lower tier provides read and/or write access to data, whether its geospatial data,
accounting records, or catalagantries stored in any of a dozen different types of registries.

To limit the complexity of the diagram, interactions between components is not made expiigitrail 3.
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Figure 13: Engineering Viewpoint Components

An example workflow using the components is shown in the next figure:

Figure 14: Example Geo-Processing Workflow
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