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Summary of OGC Web Services 3  (OWS-3)

1 Overview 

The Open Geospatial Consortium (OGC) conducts an Interoperability Program (IP) as a global, hands-on and collaborative prototyping program for rapid development of proven candidate specifications for consideration for consensus adoption and public release by the OGC Specification Program.  In OGC’s interoperability initiatives, international technology developers and providers team together to solve specific geo-processing interoperability problems posed by the initiative’s sponsoring organizations.  OGC IP initiatives include test beds, pilot projects, interoperability experiments, and interoperability support services – all designed to encourage rapid development, testing, validation and adoption of open, consensus-based standards specifications.

The outcomes of the OWS-3 initiative will help in many operational scenarios in wild fire management, coastal beach mapping for sustainable management, agriculture crop greenness and production assessment, hurricane track prediction, military operations, and homeland security. International scientific and technology communities, governments and the general public at large will benefit from the results of this initiative. 

In November 2004, OGC issued a call for sponsors for the OWS-3 interoperability initiative to advance OGC’s open framework for interoperability in the geospatial industry.  Three meetings were conducted with potential OWS3 sponsors to review the OGC technical baseline, discuss OWS-2 results, and identify OWS-3 requirements.  Sponsors have expressed keen interest in advancing standards for sensor webs, geospatial digital rights management, geospatial semantics and knowledge management.  After analyzing the sponsors input, the OGC Interoperability Team recommended to the sponsors that the content of the OWS-3 initiative be organized around the following threads:

1) Common Architecture

2) OGC Location Services (OpenLS)

3) Sensor Web Enablement (SWE)

4) Geo-Decision Support Services (GeoDSS)

5) Geo-Digital Rights Management (GeoDRM)

These threads are described in Section 3.

A Request for Quotation/Call for Participation (RFQ/CFP), developed by the OGC IP Team and approved by the OWS-3 Sponsors was released on 11 February 2005.  Responses received before 14 March 2005 were evaluated against the requirements, architecture and evaluation criteria in the RFQ/CFP.  A set of proposals from 18 organizations were identified for cost-share funding by the IP Team and approved by the Sponsors in early April.

The OWS-3 Kickoff Meeting was held 19-21 April 2005 at an Oracle Corporation facility in Reston, Virginia, USA.  Approximately 80 people representing the organizations selected for cost-share funding and the fully in-kind participating organizations attended the kickoff meeting.  Led by the IP Team, the kickoff meeting established the initial architecture and work plan for each Thread.

Design, development and testing of OWS-3 components were conducted over the subsequent 6 months.  These activities were conducted in a distributed fashion supported by the collaborative development resources of telecoms, a web portal, twiki, web collaboration tools, and e-mail.  Demostration planning and development was also conducted during these six months.

OWS-3 Demonstration was finalized and captured in multimedia during week of 17 October 2005 at SAIC’s Public Safety Integration Center (PSIC).  Activities included filming in the simulated Emergency Operations Center at the PSIC, capturing the client demos using Flash, demonstrating the clients to a group of Sponsors, and filming interviews of attendees reaction to the demo.  The OWS-3 demo was developed into a short movie, an interactive Flash product and integrated onto a single laptop.  These multimedia resources allow for the wide distribution of the OWS-3 Demo.

OWS-3 Interoperability Program Reports (IPRs) were developed at the end of October and into to November 2005.  The IPRs provide draft technical specifications, reports of experiments, potential best practice documents and overview architectures all of which were developed in OWS-3.  The OWS-3 IPRs were delivered to the Sponsors and posted for consideration for consensus adoption and public release by the OGC Specification Program.

OWS-3 was dedicated to the memory of John Vincent

2 OWS-3 Sponsors

OWS-3 was sponsored by the following organizations

· BAE Systems

· GeoConnections (Canada)

· IONIC

· Lockheed Martin

· MAGIC Services Initiative

· National Aeronautic and Space Administration (NASA)

· National Technology Alliance (NTA)

· NAVTEQ 

· Oak Ridge National Laboratory 

· Questerra

· United States Geological Survey (USGS)

And other major organizations.

3 OWS-3 Initiative Threads

An Introduction to the OWS-3 threads is described below, followed by a detailed discussion of the architectural implications of the initiative threads.

3.1 Common Architecture

The Common Architecture (CA) thread addressed issues, infrastructure and requirements necessary to integrate services implemented using OGC specifications into an operational Web Service enterprise.  For OWS-3, the emphasis of the Common Architecture thread was be on capturing best practices and on extending the scope and capabilities of catalog services.  

The scope of the OWS Common Architecture thread was to evolve a mature common architecture framework for Open Geospatial enterprises.  Each evolution of OWS Common Architecture addresses various views of architecture framework that are of interest to members, sponsors, participants, technology providers and developers.   

To achieve the objective of evolving OWS CA, the following issues were addressed in the OWS-3 Common Architecture effort: 

1. A fundamental pattern of Web Services Architectures is Publish-Find-Bind.  This pattern assumes a discovery service to help consumers find appropriate services, and a common language that describes the service.  

2. The OGC community has accumulated a significant body of expertise in designing, building and operating service oriented architectures (SOA).  Key to SOA is the ability to bind to a service that was discovered in a Catalog.  In addition to individual services, users must be able to chain services in an ad-hoc manner using BPEL.

3. OGC Web services are based on the fundamental Web technologies of HTTP and XML.  New technologies are being developed that enable more complex interactions between web components.  

3.2 OGC Location Services 

OpenGIS Location Services (OpenLS) comprise an open platform for position access and location-based applications targeting mobile terminals. The OpenLS feature set is defined by “Core Services and Abstract Data Types (ADT)” that comprise this platform. The services are defined in adopted OGC specifications that are now in the RFC stage within OGC TC.  

The OWS-3 OpenLS thread 

· refined service and ADT definitions of existing features,

· added a tracking service that supplies a position management and access capability and  make first steps toward path-planning and navigation in buildings and other environments beyond the limits of road networks.

OWS-3 will continued to refine the protocol developed as part of OWS-2.  Focus was on creation of interoperable clients that go beyond the simple demonstration of OWS-2.  Continuing research was be performed in areas called out in the report delivered as part of OWS 2.0. The demonstration of the tracking service used existing OpenLS Web Service for maps.
OWS-3 successfully developed a prototype OpenLS Tracking Service.  The service supports both push and pull type interactions.  The service is access was implemented by Oak Ridge National Laboratory.  Disparate clients were successfully integrated with Oak Ridge Tracking Service.  The tracking service supports location privacy.

3.3  OGC Sensor Web Enablement

The Sensor Web subtask matured the existing set of SWE work items to enable the federation of sensors, platforms and management infrastructure into a coordinated sensor enterprise.  This enterprise will enable the discovery and tasking of sensors as well as the delivery of sensor measurements regardless of sensor type and controlling organization.  The ultimate vision is of a sensor market place where users can identify, evaluate, select and request a sensor collection regardless of sensor type, platform or owner.  

The OGC Sensor Web Enablement framework has achieved a reasonable degree of maturity over the past two OWS interoperability initiatives (OWS-1 and OWS-2).  At the same time, related efforts have been underway within the IEEE, Defense and Homeland Security communities.  OWS-3 integrated these complementary activities and develop a framework of standards and design patterns for building nationwide sensor networks.  

Sponsors of the OWS-3 SWE thread had two primary goals.  First of all, the sponsors have multiple, independent sensor and sensor support systems.  It is their desire to integrate these systems allowing users to reach-out, access and use any sensor and any system.  The second goal is to enable a “plug-and-play” sensor framework.  There are existing specifications that enable plug-and-play, specifically IEEE 1451 and TransducerML.  Integration of those specifications into the SWE framework would achieve that goal.

· SWE Information Engineering

SWE Information Engineering in OWS-3 developed a coherent information model or set of integrated information models for distributed sensor environments.  The specific activities included in this work item were:

1. SensorML/TransducerML/1451 harmonization: Develop, integrate and harmonize information models and schema for SensorML, TransducerML and IEEE-1451.

2. SensorML/O&M/Earth Imagery Harmonization: Develop, integrate and harmonize information models and schema for SensorML, O&M and those for Earth Imagery (OGC Abstract Specification, Topic 7) and ISO 19130.  

3. Sensor Registry Information Model: Collaborate with Common Architecture (CA) thread to develop a Sensor Registry information model.  Developed sensor descriptions for sensor types and instances and published sensor types and instances to an online instance of Sensor Registry Service (a profile of CSW) established by CA. 

4. Control and Status Messages: In many instances sensors require a period of time to plan for and conduct a measurement.  Since web services are inherently stateless, the task-fulfillment process must exist at a higher level than the individual service interfaces.  A message-oriented approach allows control and status information to be exchanged in a context that is above the specific implementing service infrastructure.  This work item will identify the messages required by a distributed SWE environment and develop the models and schemas for those messages. 

· Sensor Planning Service

The Sensor Planning Service work item revised and extend the Sensor Planning Service (SPS) specification to accommodate the changes to the information models and business processes developed through the Information Engineering work item.  These changes enable multiple SPS instances to work together in a nationwide sensor network.  Particular emphases was be placed on enabling sensor acquisition feasibility and tasking requests as described in Appendix C and implementing the use-cases captured in Appendix D.

· Sensor Observation Service

Revised and extended the Sensor Observation Service (SOS) 
 specification for enabling access to and exploitation of sensor observations.  Particular extensions included support for; TransducerML, IEEE 1451, imagery and in-situ sensors.  The Sensor Observation Service will serve as a critical component for constructing hierarchical networks for nationwide sensor webs.

· SWE Integration and Demonstration

SWE components were integrated with other OWS-3 components to build an OWS-3 Geo-Decision Support Demonstration.  This capability was be based on the BPEL service chaining capability developed in OWS-2.  Developers of SWE components are expected to work with the Common Architecture and GeoDSS teams to assure that an integrated BPEL workflow can be demonstrated.

3.4 Geo Decision Support Services (GeoDSS)

The Geo-Decision Support Services subtask extended the DSS and Information Interoperability work done in OWS-2.  One issue facing DSS systems is the ability to exchange and access geographic information within and across information communities (Information communities are groups that share common geographic terms and common spatial feature definitions).  To address this issue, the GeoDSS subtask built on the Information Interoperability work from OWS-2 to explore ways to tailor geographic information for different information communities.  The GeoDSS subtask built on the OWS-2 service chaining work to explore (in cooperation with the Sensor Web subtask) the integration and processing of geographic and sensor data to support an emergency response scenario.  GeoDSS refined and extended the OGC Portrayal encoding and services through application to two community specific symbology encoding. In addition, GeoDSS developed the new capability of a Geo-Video Service (GVS).  Finally, GeoDSS explored extensions/enhancements to the underlying OGC services to address a greater extent of emergency response scenarios.  
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One objective of geospatial web services is to allow decision makers to access and use information that was collected for other purposes.  The GeoDSS thread will extend on existing OWS capabilities to better address the use of “unanticipated” information sources.  The specific issues that addressed were:

· Schema Tailoring and Maintenance 

In a network-centric environment, information from any source may serve as input to the decision making process.  However, the information may not be suitable for the issue at hand when in its native format.  The actual information needed by the decision maker may be a subset of the information available or a combination of information elements from a number of information communities.  The Schema Tailoring and Maintenance activity built on work done in the OWS-2 Information Interoperability task to address this issue.  This activity enhanced the UGAS and Schema Editing tools, developed additional application schemas and, in conjunction with the Common Architecture subtask, deployed a Schema and UML Model registry and repository to support the Schema tailoring environment.     

· Data Aggregation 

The Data Aggregation work item complements the Schema Tailoring and Maintenance work item.  In the schema tailoring work item, customized schemas are developed representing subsets and/or the aggregation of data elements from multiple schemas.  The Data Aggregation Service task continues that work-flow by transforming information from the original sources into an information resource based on the customized schema.  This functionality was implemented using existing WFS interfaces.  

· Feature Portrayal Service

The Feature Portrayal Service work item developed an OWS Portrayal architecture capable of rendering web feature data from multiple servers.  The Feature Portrayal Service (FPS) also supports user-selected symbolization of the features. 

Style Management works as a system of services as shown in the figure below.  During OWS-3, this distributed portrayal architecture was refined in the following ways:

· Refinement of interactions between SLD, FPS, Context and CS-W

· Refinement of style registration in CS-W

· Default styling for GML

· Reduction in redundant metadata

EMS support also required the development and deployment of an SLD registry.  This registry was developed in conjunction with the CA subtask.   
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· Geo-Video Service

A web service for access to video data including geo-location information was developed.  The service provides an interface for requesting a stream of video data.  The Geo-Video service includes metadata in the video stream sufficient for a client to geo-locate the video similar to the way WMS and WTS geo-locate data.  A suitable metadata schema was part of this work item.  Use of video streaming standards from the broader information technology community provided quick uptake of a geo-specific video service.

· GeoDSS Client

In OWS-3, the development of a GeoDSS Client began with the results of the OWS 1.2 Integrated Client for Multiple OGC-compliant Services (OGC Discussion Paper, document 03-021).  The OWS1.2 Integrated Client was defined as a software application that provides common functionality for the discovery, retrieval, and handling of data from WMS, WFS, and WCS. At the core of the integrated client concept is the requirement to provide a unified environment that allows a user to simultaneously visualize, analyze, and/or edit data from multiple sources.  The GeoDSS client extended the OWS1.2 Integrated Client to include the services developed and enhanced through OWS-3.

· GML Investigations

Operational environments encounter data volume and performance issues that are not exposed in a prototype environment.  The Investigations work item explored some of the issues that have come to light as OWS technologies move into the operational sphere.  The specific investigations pursued under this work item were:

1. Investigate techniques to reduce the overhead (both bandwidth and computational) required to transfer feature data using GML

2. Investigate the impacts and implications of using GML encoded topology.

3. Investigate the use of external links within GML application schemas to support external resources.

4. Investigate data integrity when using COTS working databases with GML.  Specifically, can a database ingest a GML file, store it in the internal format then export the data as GML without any changes to the data.  The objective is for the input and output GML files to be identical.

3.5 Geospatial Digital Rights Management (GeoDRM)

After the introduction of the Web Mapping Service Specification in April 2000, important Spatial Data Infrastructure (SDI) components began to be developed.  Today, in 2004, major parts of the SDI vision have become real.  Implementation Specifications like the WMS, WFS, WCS, CS-W and GML can be used to build up global interoperable SDIs.  Interoperable software products have been developed and deployed.  The concept of a SDI based on OGC components has been proven with many realized SDIs worldwide. 

From an economic point of view, an SDI provides the transport mechanism for trading/selling spatial content.  The development of business models for trading spatial data has already started.  The OGC, however, has not provided any interoperable trading capabilities.  There is the risk that proprietary solutions could cut the SDI interoperability workflow.  The OGC GeoDRM effort has been started to address this need.  This thread of OWS-3 was a first step in developing the needed GeoDRM capabilities.

The GeoDRM thread in OWS-3 extended the “click-through” licensing concept for web sites to geospatial data services.  In particular, click-through licensing techniques were developed for the Web Map Service and Web Feature Service.  This activity was be coordinated with the Feature Portrayal Service (FPS) work item in GeoDRM (paragraph 4.4.1.2.4) so that the techniques developed here can be readily applied to the FPS. 

GeoDRM Activities in OWS-3

· GeoDRM License Model

· WMS with Click-Through License

· WFS with click-through license

4 OWS-3 Deliverables

An RFQ was released to respondents to prior OGC efforts as well as to organizations that did not respond to earlier initiatives.  Broad participation is encouraged in order to achieve OGC’s interoperability objectives on a voluntary basis.   Specifically, all organizations were invited to contribute to the design of the capability identified in the effort and explore architectural alternatives, performance characteristics, and ease of application development as direct input into the technology development activity of OGC. 

The table below lists the deliverables from OWS-3 with an indication of the cost-share participants that were responsible for the deliverables.  A little less than two-thirds of the in-kind matching funds went to participants from North America, about one-third to European participants, and the remainder to one organization from Australia.  The table is organized by OWS-3 Thread.

	Common Architecture
	Lead
	Contributors

	IP Reports
	
	

	Catalog 2.0 Accessibility for OWS3 IPR
	IONIC
	Cubewerx

	Catalog 2.0 Profile for OWS
	CubeWerx, IONIC
	

	BPEL IPR
	Spacebel, Spot Image
	Intergraph, UAH

	Implementations
	
	

	CSW 19115/19119 profile – data and services
	CubeWerx, IONIC
	

	CSW ebRIM registry – data and services
	CubeWerx, IONIC
	

	CSW Symbology/SLD registry
	CubeWerx
	Galdos, ObjectFX, Ionic

	CSW Schema/UML registry
	CubeWerx
	CAST, II, Ionic

	CSW SWE registry
	IONIC
	3eti, IFGI, IRIS, UAH, Cubewerx

	BPEL engine
	ESA
	Spacebel, Spot Image

	SWE
	Lead
	Contributors

	IP Reports
	
	

	SWE Architecture  IPR 
	UAH
	3eti, CSIRO, IFGI, York, IRIS

	Observations and Measurements 
	CSIRO
	3eti, UAH, IFGI, York, IRIS

	SensorML
	UAH
	3eti, CSIRO, IFGI, York, IRIS

	TransducerML (TML) IPR
	IRIS
	3eti, CSIRO, IFGI, York, UAH

	Sensor Observation Service IPR
	IRIS
	3eti, IFGI, UAH, York

	Sensor Planning Service IPR 
	IFGI
	UAH, York, NASA

	Implementations
	
	

	SensorML instances for CA Catalog
	3eti, IFGI, IRIS
	

	Sensor Registry schema
	3eti, IFGI, IRIS
	CubeWerx, IONIC

	SOS Implementations 
	3eti, CSIRO, IFGI, IRIS, UAH, NASA
	

	SWE Client – SPS, SOS, CS-W
	UAH, York
	

	IEEE 1451 Instance data and metadata
	3eti
	

	SensorML instance data
	3eti, IFGI, IRIS, UAH
	

	TML Instance data
	IRIS, UAH
	

	GeoDSS
	Lead
	Contributors

	IP Reports
	
	

	GeoDSS Client IPR
	Intergraph
	Refractions

	GeoVideo Service IPR
	Intergraph
	Refractions

	Schema Tailoring IPR
	Interactive Instruments
	CAST, Intergraph, Refractions

	UGAS Tool IPR
	Interactive Instruments
	

	Schema Assembly Tool IPR
	CAST
	

	Data Aggregation Service IPR
	CAST
	Refractions, Intergraph

	GML Performance IPRs
	Galdos, CubeWerx
	

	GML Topology IPR
	Galdos
	Intergraph

	GML External link
	Intergraph
	

	GML Round Trip
	CAST
	Galdos

	Symbology Management Services IPR
	Galdos
	ObjectFX, Refractions

	Feature Portrayal Services IPR
	ObjectFX
	Galdos, Refractions

	Implementations
	
	

	GeoDSS Client Implementation – WMS, WFS, WCS, FPS, CSW, SOS, SPS, DAS, GeoVideo, WfMS
	Intergraph
	

	GeoDSS Client Implementation – WMS, WFS, FPS, GeoVideo
	Refractions
	

	UGAS Tool
	Interactive Instruments
	

	GML Schema Assembly Tool
	CAST
	

	UML Models
	Interactive Instruments
	

	GML MSD Application Schema
	CAST, Interactive Instruments
	Intergraph

	GML MSD instance data
	CAST, Interactive Instruments
	Intergraph

	Schema and UML Registry Model 
	CAST, Interactive Instruments
	CubeWerx, IONIC

	Schema and UML Repository Model 
	CAST, Interactive Instruments
	CubeWerx, IONIC

	Data Aggregation Service
	CAST, Intergraph
	

	SLD Registry model
	Galdos, ObjectFX
	CubeWerx, IONIC

	SLD documents - EMS
	Galdos
	

	SLD documents - 2525
	ObjectFX
	

	Feature Portrayal Service
	Galdos, ObjectFX
	

	GeoVideo Service implementation
	Intergraph
	

	Compression tool
	CubeWerx, Galdos
	

	GeoDRM
	Lead
	Contributors

	IP Reports
	
	

	GeoDRM Architecture IPR 
	Franhofer
	CubeWerx, UNIBW

	Implementations 
	
	

	WMS with DRM
	CubeWerx
	

	FPS with DRM
	CubeWerx
	

	WFS with DRM
	Lat-lon
	

	GeoDRM service wrappers for WMS, WFS and FPS
	UNIBW
	

	GeoDRM WMS/WFS/FPS client
	CubeWerx
	

	GeoDRM WMS/WFS Client 
	Lat-lon
	

	License Documents
	Franhofer
	


5 OWS-3 Participating Organizations

5.1 OWS-3 IP Team

The IP Team is an engineering and management team to oversee and coordinate an OGC Interoperability Initiatives. The IP Team facilitates architectural discussions, synopsizes technology threads, and supports the specification editorial process. The IP Team is comprised of OGC staff, representatives from member organizations, and OGC consultants. The OWS-3 IP Team was as follows:

· OWS-3 Initiative Manager: Chuck Heazel, Lockheed-Martin

· Common Architecture: Josh Lieberman, Traverse

· SWE: John Davidson, Image Matters

· GeoDSS: Lew Leinenweber, BAE Systems;  Raj Singh, OGC;  Nadine Alameh, independent consultant

· GeoDRM: Josh Lieberman, Traverse

· OpenLS: Steve Smyth, Magic Systems Alliance

· Demo Manager: Flip Dibner, EcoSystems

· Demo Capture Technician: Mark Buehler, OGC

· Interoperability Program Executive Director: George Percivall, OGC

5.2 OWS-3 Participants

Forty-five organizations participated in some fashion in OWS-3.  This includes the cost-share funded participants listed in the OWS-3 Deliverables section of this document along with the fully in-kind participants.  A total of 178 individuals participated in OWS-3 based on the number of individuals registered in the OWS-3 Portal.  This is known to be an under counting of the actual number of individuals participating.  These organizations participated in some fashion in OWS-3:

· 3e - Technologies International (3eTI)

· BAE SYSTEMS

· con terra GmbH

· CSIRO

· CubeWerx, Inc.

· Defense Information Systems Agency (DISA)

· Distributed Instruments, LLC

· ESRI

· ESRI Canada

· European Space Agency (ESA)

· Franhofer

· Galdos Systems Inc.

· GeoConnections 

· George Mason University

· GeoTango

· Image Matters LLC

· Innovative Research, Ideas, & Services Corp. (IRIS)

· interactive instruments GmbH

· Intergraph Corporation

· IONIC Software S.A.

· lat/lon GmbH

· Lockheed Martin 

· MAGIC Services Forum

· MITRE Corporation

· MobileGIS

· Northrop Grumman Corporation

· ObjectFX Corporation

· OGC

· Refractions Research Inc.

· Rosettex

· SeiCorp, Inc.

· Spacebel s.a.

· Spot Image

· Swiftsure Spatial Systems, Inc.

· Technical University of Munich

· Telcontar

· Tele Atlas 

· Traverse

· University of Alabama in Huntsville

· University of Arkansas, CAST

· University of Muenster - Institute for Geoinformatics

· University of the Bundeswehr - AGIS

· US National Aeronautics and Space Administration (NASA)

· York University

· Others

6 OWS-3 Demonstration 

6.1 Demonstration Goals

The goals of the OWS-3 Demonstration were as follows:

· The demonstration provides an opportunity to integrate (and thus further test) the functionality of these technologies around datasets and activities that take place in a particular geographic region.

· The demo also serves to show how the new and previously existing standards-based technologies contribute to solutions of interest to sponsoring organizations and other interested parties.

· The OWS-3 demonstration is intended to show the value of the new, interoperable services in an emergency management scenario that is sufficiently generic to be useful to many such real-world operations.

6.2 Demonstration Scenario

A scenario provided the basic script for a demonstration of the functionality developed in OWS-3.   In particular, it motivates the use of interfaces and encodings to be developed in the Common Architecture, Sensor Web, and Decision Support components of this Initiative in a fire-response scenario incorporating elements of a generic emergency   It includes discovery and deployment of remote imaging and point in-situ sensors of various types, acquisition and processing of data obtained from them, integration of these data with other geospatial data assets, and ultimately analysis and portrayal that enables response coordinators to direct damage control and containment teams, provide bulletins to public safety agencies, and monitor the ongoing status of the blaze.

The OWS-3 demo scenario was as follows: a fire monitoring facility in Southern California receives notification of a probable fire on the outskirts of a hypothetical community in the hills surrounding the Los Angeles basin.  Further queries reveal that there is indeed a substantial conflagration.  Its origin is unknown, but it has impinged upon a variety of industrial facilities at the edge of the inhabited area and breached a storage facility for a variety of industrial chemicals.  Recognizing the risk that the resulting plume may contain toxic or low-level radioactive components in addition to the particulates and combustion products typical of a wild land fire, the professionals act quickly to find and deploy resources to track the plume and evaluate its composition, as well as to support the response effort.

The actors for the scenario were the OWS-3 Clients playing the roles of National Guard and the Forest Service both for Decision Support analysts and Sensor Web operators:

NG1 = National Guard #1 for Decision Support – Refractions client

FS1 = Forest Service #1 for Decision Support – Intergraph client

NG2 = National Guard #2 a Sensor Web operator – UAH client

FS2 = Forest Service #1 a Sensor Web operator – York University client

ERT = Emergency Response Team using OpenLS – Skyline client

The Demonstration scenes and individual actor steps was as follows:

Scene 1 - Alert & Notification, Establish COP


1) NG1: Receive Alert, Build Common Operational Picture 


2) FS1: Establish Common Operational Picture


3) FS2: Establish Common Operational Picture


4) NG2: Establish Common Operational Picture

Scene 2 - Prepare to Deploy, Identify Supporting Resources


1) FS1: Identify In-situ Sensors, Image Processing Service Chaining


2) FS2: Identify Additional Sensors


3) NG1: Accessing Restricted Data Using GeoDRM

Scene 3 - Plan the Deployment


1) NG2: Space Based Analysis and Plume Analysis


2) FS1: Plume Analysis


3) NG1: Route and Threat Analysis


4) FS2: Sensor Coverage Analysis and Airborne Tasking

Scene 4 - Field Activities


1) ERT: Coordination of Operations in the Field 


2) FS1: Real-time Sensor Monitoring, Discover and Incorporate New Sensor Network


3) FS2: Real-time Sensor Monitoring


4) NG1: Sensor, Feature and Model Acccess for Contingency Planning


5) NG2: Raw Data Access

6.3 OWS-3 Demo Products

Past OGC Interoperability Program demonstrations have focused on a theatre style, single-day performance.  A goal for OWS-3 was to capture the demo for distribution to a broader audience. Logistics shifted from a performing for a live audience to capturing the demo results in multimedia products.

The OWS-3 client developers gathered in October 2005 at the SAIC PSIC to capture the OWS-3 Demo materials.  The OWS-3 integration completed during the week of the demo capture.  Each of the Client developers capture there .  In October, the emphasis would be on capturing the screen video.  The audience would necessarily need to be restricted.  There may also be a separate room for the attendees to interact with the other clients that were not currently being recorded. 

Three products were developed that capture the OWS-3 demonstration: 

· Movie: 10 –15 minutes including motivation and context provided by video clip of relevant person, e.g, OGC Board Member, followed by highlights of the demonstration using client screen captures with animation and voice overs.

· Interactive Flash Demo:  A Flash-based application that allows a viewer to navigate a menu list of the scenario.  After chosing a portion of the demo scenario, the screen shots of the OWS-3 Clients playback for the user to review.  Annotations provide an explanation of the activities being performed by the client.

· Demo Box:  A laptop was loaded with the OWS-3 Clients.  These clients will be used to access the same distributed web servers that were accessed during the October 2005 Demo Capture Event.  Scripts are available for the operator of the laptop to execute the demonstration in a scripted fashion.  

Post-production of the OWS-3 Movie and the Flash Demo was done by Thirteen/WNET of New York City.  The corporate relations department of a US Government agency did the filming at the SAIC PSIC. 



















































































































































� Sensor Observation Service (SOS), formerly known as Sensor Collection Service (SCS)









